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Introduction

• Traditional CF-based model: Rely on user-item interaction data.

• Textual reviews contain useful semantic information

Review-aware recommendation limitation:

• Reviews are not universal (missing 

feature,…)

• Not integrate reviews into the user- item 

space
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How to incorporates reviews into the core learning process?



Challenges and present work
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Q1: How can we seamlessly 

integrate reviews into the 

collaborative filtering models, 

rather than merely employing 

them at the feature level?

We employ review data for augmentation

within a contrastive learning framework to 

alleviate the sparsity of interaction data, 

since same user typically exhibits consistent 

reviewing patterns.

Q2: How can we align user, 

item and review 

representations in a shared 

latent space to ensure their 

consistency?

We propose another contrastive strategy to 

align the user, item and review-based

representations. We seek to maximize the 

agreement between user’s representations 

and theirs review.
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Overall framework of ReCAFR
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Supervised collaborative backbone
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User 1 has 10 reviews:

1. “I wasn't sure what to expect, but this book completely 

exceeded my expectations.”

2. “The writing style is engaging, making it hard to put 

down.”

3. “Some chapters felt a bit repetitive, but overall, it was a 

great read.”

4. “I loved how the author used real-life examples to 

illustrate key points.”

5. “The pacing was perfect, keeping me interested from start 

to finish.”

6. “I wish there were more details about the main 

character’s backstory.”

7. “This book has completely changed how I think about this 

topic.”

8. “There were a few typos, but they didn’t take away from 

the overall experience.”

9. “I would highly recommend this to anyone interested in 

personal development.”

10. “Looking forward to reading more from this author in the 

future”

𝑆𝑢1
1 : Random 5 from 10 reviews above

𝑆𝑢1
1 : Remaining reviews 

Review-augmented contrastive learning
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Review-augmented contrastive learning

• View-level representation for each 

sampled view:

• We then adopt the InfoNCE[1] loss:
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[1] Aaron van den Oord, Yazhe Li, and Oriol Vinyals. 2018. Representation learning with contrastive predictive coding. arXiv preprint arXiv:1807.03748 

(2018).



Alignment contrastive learning

• Align user, item and review 

representations.

• Maximize the agreement between the 

representations of the same user or item:
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Training objectives:
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Datasets

• Kindle, Book and Beauty are 3 Amazon [2] 

review datasets

• Yelp [3] is subset of Yelp's businesses, 

reviews, and user data
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[2] https://jmcauley.ucsd.edu/data/amazon/

[3] https://www.yelp.com/dataset/

https://jmcauley.ucsd.edu/data/amazon/


Comparison to baselines w/o review data

We generally observe better performance when each backbone recommender is integrated with 

ReCAFR than when it is not.

Contrastive methods leverage self-supervised signals to learn inherent properties within the 

interaction data.
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Comparison to review-based baselines

• ReCAFR outperforms in all cases, showing the advantage of integrating reviews with collaborative 

filtering within a unified space can more effectively mitigate the sparsity of interaction data.

• When 30% of the reviews are removed, all methods experience a performance drop; ReCAFR tends to 

be more robust.
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Experiments
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Conclusion

Key contributions:

• Addressed the problem of inherent 

in treating review data merely as 

features.

• Propose ReCAFR, not only 

employs review data for 

augmentation to mitigate the 

sparsity problem but also aligns 

the tripartite representations to 

improve robustness.

Limitations & future works:

• More modalities could be 

considered.

• Analysis of different LMs

18



19

 aper


	Slide 1: A Contrastive Framework with User, Item and Review Alignment for Recommendation
	Slide 2: Outline
	Slide 3: Introduction
	Slide 4: Challenges and present work
	Slide 5: Outline
	Slide 6: Overall framework of ReCAFR
	Slide 7: Supervised collaborative backbone
	Slide 8: Review-augmented contrastive learning
	Slide 9: Review-augmented contrastive learning
	Slide 10: Alignment contrastive learning
	Slide 11: Outline
	Slide 12: Datasets
	Slide 13: Comparison to baselines w/o review data
	Slide 14: Comparison to review-based baselines
	Slide 15: Experiments
	Slide 16
	Slide 17: Outline
	Slide 18: Conclusion
	Slide 19

