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Abstract
Learning effective latent representations for users and items is the

cornerstone of recommender systems. Traditional approaches rely

on user-item interaction data to map users and items into a shared

latent space, but the sparsity of interactions often poses challenges.

While leveraging user reviews could mitigate this sparsity, existing

review-aware recommendation models often exhibit two key limita-

tions. First, they typically rely on reviews as additional features, but

reviews are not universal, with many users and items lacking them.

Second, such approaches do not integrate reviews into the user-

item space, leading to potential divergence or inconsistency among

user, item, and review representations. To overcome these limita-

tions, our work introduces a Review-centric Contrastive Alignment

Framework for Recommendation (ReCAFR), which incorporates

reviews into the core learning process, ensuring alignment among

user, item, and review representations within a unified space. Specif-

ically, we leverage two self-supervised contrastive strategies that

not only exploit review-based augmentation to alleviate sparsity,

but also align the tripartite representations to enhance robustness.

Empirical studies on public benchmark datasets demonstrate the

effectiveness and robustness of ReCAFR.

CCS Concepts
• Information systems→ Recommender systems; • Comput-
ing methodologies→ Unsupervised learning.
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1 Introduction
Personalized recommendations are prevalent in diverse online ser-

vices such as social networks [24], e-commerce [42], and advertising

[66]. Their key idea is to predict user-item interactions like clicks

and ratings based on observed interaction data. This technique,

This work is licensed under a Creative Commons Attribution 4.0 International License.

WSDM ’25, March 10–14, 2025, Hannover, Germany
© 2025 Copyright held by the owner/author(s).

ACM ISBN 979-8-4007-1329-3/25/03

https://doi.org/10.1145/3701551.3703530

known as collaborative filtering [2, 10], operates on the assump-

tion that users exhibiting similar behavioral patterns are likely to

share comparable preferences for various items. Both classical and

contemporary methods, such as matrix factorization [40] and Light-

GCN [14], learn a shared latent space for all users and items based

on observed interaction data, so that users and items conform to

the collaborative assumption in the shared space.

Prior work. Collaborative filtering methods often encounter the

challenge of data sparsity [40] in user-item interactions. An intu-

itive and popular solution to address sparsity involves leveraging

additional side information, such as user and item attributes [27, 67],

reviews [3] and social factors [11, 46]. In particular, review data

have emerged as a valuable source of information, owning to their

rich semantic content. Written by diverse users for a wide range of

items, reviews often encompass contextual information for grasp-

ing both user preferences and item characteristics. Such contextual

details could be utilized for more accurate and personalized recom-

mendations, as they go beyond binary interactions or numerical

ratings to include qualitative and multi-aspect insights.

Given the semantic richness of reviews, numerous studies [3,

6, 39, 44, 49, 53, 58, 62, 65] have integrated review data into col-

laborative filtering. Existing review-aware methods typically treat

reviews as additional user or item features to enrich their represen-

tations. For instance, NARRE [54] aggregates the pool of reviews

of each user or item using an attention mechanism, which is then

combined with the latent factors of the users and items to obtain

their final representations. In another study, RGCL [44] employs

the reviews as edge features on a bipartite user-item graph, where

each edge denotes an interaction between user and item.

Challenges. However, directly utilizing reviews as features may

not fully exploit the potential of review data. First, although preva-

lent on online platforms, reviews are far from universally available,

as many users or items have no reviews. Thus, directly deriving

features from the reviews would lead to many users or items with

missing features, necessitating padding or imputation techniques,

which could adversely impact performance. Second, relying on re-

views merely as features treats them as supplementary to the user-

item latent space, which can lead to inconsistencies between the

representations of a review and its associated user or item, thereby

undermining the effectiveness of collaborative filtering. Hence, to

fully exploit the potential of review data, we must address two open

research questions. (1) How can we seamlessly integrate reviews into
the collaborative filtering models, rather than merely employing

them at the feature level? Review data comprise unstructured text,

which are inherently different from interaction data, posing a chal-

lenge in integrating them. Moreover, many items and users do not

associate with any review, simply using reviews as features may

https://doi.org/10.1145/3701551.3703530
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result in significant missing features in real-world applications. (2)

How can we align user, item and review representations in a shared
latent space to ensure their consistency? Reviews encompass se-

mantic signals that may exhibit considerable discrepancies with

the collaborative signals derived from interaction data. Thus, align-

ing the tripartite representations is essential to achieve synergy

between the two types of signals.

Present work. To address these questions, we propose theReview-
centric Contrastive Alignment Framework for Recommendation

(ReCAFR). It integrates both reviews and interaction data into a

contrastive framework, and further aligns the tripartite representa-

tions for users, items, and reviews within a unified space. Notably,

ReCAFR operates on a self-supervised formulation, requiring no

extra annotation. Self-supervised learning has gained popularity

in related domains including computer vision [23? ] and natural

language processing [20, 26]. While there are quite a number of

attempts at self-supervised recommendation [44, 51, 57, 61], they

focus on graph- [44, 57] or sequence-based [51, 61] augmentation,

but we focus on review-centric augmentation.

More specifically, toward the first research question, we em-

ploy review data for augmentation within a contrastive learning

framework to alleviate the sparsity of interaction data. We observe

that the same user typically exhibits consistent reviewing patterns,

such as writing style and focus on certain aspects, in contrast to

the divergent patterns displayed by different users. These patterns,

effectively serving as a unique “user signature,” emerge because

reviews implicitly capture the underlying user preferences. To lever-

age this observation, we design a self-supervised task that contrasts

reviews from the same or different users. Let 𝑆𝑘𝑥 represent the 𝑘th

sampled view of reviews written by the user 𝑥 . Our proposed con-

trastive strategy aims to discriminate between a pair (𝑆1𝑢 , 𝑆2𝑢 ), i.e.,
two views of reviews originating from the same user 𝑢, and a pair

(𝑆1𝑢 , 𝑆2𝑢′ ), i.e., two views of reviews originating from two distinct

users 𝑢 ≠ 𝑢′. In the contrastive framework, (𝑆1𝑢 , 𝑆2𝑢 ) is classified as

a positive pair, whereas (𝑆1𝑢 , 𝑆2𝑢′ ) is regarded as a negative pair. In

Fig. 1, we present an analysis comparing the similarity distribution

of the positive pairs, and that of the negative pairs constructed

based on the reviews across three Amazon datasets
1
. The compar-

ison shows that the positive pairs are more likely to be similar,

indicating consistent review patterns of the same user. Conversely,

the negative pairs are less likely to be similar, reflecting distinct re-

view patterns or preferences among different users. That is, reviews

from the same user tends to be more similar than reviews from a

different user. A parallel observation can be made from the item

perspective: reviews pertaining to the same item tend to exhibit

greater similarity compared to those of different items, suggesting

that a similar contrastive setup can be employed.

To address the second research question, we propose another

contrastive strategy to align the user, item and review-based rep-

resentations. For each user 𝑢, on one hand, we derive a vector

representation e𝑢 from the collaborative signals in the interaction

data. On the other hand, we sample a view of the reviews written

by each user 𝑢, and derive a corresponding vector h𝑢 from the se-

mantic signals in the review texts of the sampled view. While both

e𝑢 and h𝑢 aim to encode the underlying preferences of 𝑢, they lie in

1
See Sect. 5.1 for details of the datasets, and Appendix A for details of the calculation.
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Figure 1: Comparison of the similarity distribution of the
positive pairs versus that of the negative pairs.

separate latent spaces and may display inconsistencies. We seek to

maximize the agreement between e𝑢 and h𝑢 to achieve consistent

user-review representations from both collaborative and semantic

perspectives. A similar alignment can be performed on the item

side as well, to maximize the agreement between the collaborative

embedding e𝑖 and semantic embedding h𝑖 . These alignment tasks

ensure that the tripartite representations for users, items, and re-

views converge to a shared latent space, thereby enhancing the

robustness of the model.

Contributions. The main contributions of this work are threefold.

(1) We identify the limitations inherent in treating review data

merely as features, and observe that reviews provide distinctive

contrastive signals for both user and item sides. (2) We propose

ReCAFR, a Review-centric Contrastive Aligment Framework for

Recommendation. ReCAFR not only employs review data for aug-

mentation to mitigate the sparsity problem, but also aligns the

tripartite representations to improve robustness. (3) We conduct

extensive experiments on real-word datasets to demonstrate the

effectiveness of ReCAFR.

2 Related Work
In this section, we review literature for recommendation systems,

including review-aware and self-supervised methods.

Collaborative filtering.Matrix factorization (MF) is a classical and

widely used approach in collaborative filtering [1, 25, 41]. It projects

users and items into a latent space, aiming to capture latent factors

that represent user preferences and item characteristics. The latent

factors are optimized to fit the user-item interaction matrix. Recent

developments in neural recommender models, such as NCF [16]

and LRML [48], adhere to the same concept of latent factors, while

enhancing the interaction modeling with neural networks. More

advanced neural network architectures have also been proposed,

including the attention mechanism [4, 15] to discern and weigh

the importance of each interacted item, and graph convolutional

networks [14] to exploit high-order interactions. Additionally, Di-

rectAU [52] investigates the desired properties of representations

in collaborative filtering. Other aspects of collaborative filtering

have also been explored, such as cold-start recommendation [31],

online learning [17] and continual learning [8], and integration

with large language models [30, 38].

Review-aware recommendation. Reviews have been a popular

source of side information to mitigate the sparsity issue in inter-

action data [9, 12, 28, 29, 32, 44, 56, 59]. As reviews are expressed

in natural language, text-based techniques are often incorporated
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into the recommendation model [7, 9, 43, 59, 65]. For instance, to

extract semantic features for users and items from reviews, Deep-

CoNN [65] employs two concurrent TextCNNs [21]. NARRE [3]

leverages the attention mechanism [50] to select relevant reviews,

which can also enhance the interpretability of the model. Beside,

RMCL [62] effectively reduces noise information from the reviews

by adopting a multi-intention contrastive strategy. These methods

rely on reviews to derive or extract part of their input features for

users, items, or interactions, which can result in missing features

when reviews are unavailable. In contrast, our work integrates re-

views and collaborative filtering in a unified space, enhancing their

synergy and improving robustness.

Self-supervised learning for recommendation. Autoencoder-
based recommendation models [60] are earlier examples of self-

supervised techniques for recommendation. Self-supervised learn-

ing [18, 20, 33] aims to train a model through an auxiliary task,

for which grounth-truth samples can be automatically extracted

from the original input without requiring additional annotations.

Both generative tasks [20] and contrastive tasks [5, 23] are popular

choices for self-supervised learning.

In recommendation systems, BERT4Rec [45] applies a language

model [20] for sequential recommendation tasks. By adopting a

bidirectional representation model, BERT4Rec improves over the

left-to-right training strategy utilized by SASRec [19]. In these ap-

proaches, some items in the input sequences are randomly masked,

which are then predicted based on the surrounding items. Addition-

ally, contrastive methods have gained increasing traction in rec-

ommendation systems [13, 47, 63]. Their basic principle is to apply

data augmentation to an instance (e.g., user, item, or sequence)—

variants of the same instance should be more similar than variants

of different instances. For example, SL4Rec [63] applies feature aug-

mentation including masking and dropout on items, and further

employs a two-tower design on a pair of augmented instances for

contrastive learning. SGL [57], SimGCL[64] and RGCL [44] exploit

graph-based contrastive learning on the user-item graph, leveraging

structural augmentations such as node and edge dropout. Distinct

from these works, our contrastive learning applies augmentation

on the reviews to extract semantic signals, serving to complement

the collaborative signals.

3 Preliminaries
We first introduce the recommendation problem, and then summa-

rize the conventional collaborative filtering techniques.

Problem statement. Consider a set of users𝑈 and a set of items 𝐼 .

The user-item interaction matrix 𝑌 ∈ R |𝑈 |× |𝐼 | is given by

𝑦𝑢,𝑖 =

{
1, 𝑢 has an observed interaction with 𝑖,

0, otherwise.

(1)

for any user 𝑢 ∈ 𝑈 and item 𝑖 ∈ 𝐼 . What constitutes an interaction

between 𝑢 and 𝑖 is often application-specific, such as 𝑢 clicking on,

bookmarking, buying, or rating 𝑖 .

Conventional approaches rely solely on the interaction matrix

𝑌 . To address the sparsity in 𝑌 , reviews can be leveraged to enrich

the interaction data. In our setting, we assume a set of reviews 𝑆𝑢
written by user 𝑢, as well as a set of reviews 𝑆𝑖 written for item 𝑖 . A

review is regarded as a text document, i.e., 𝑆𝑢 or 𝑆𝑖 represents a set

of documents for 𝑢 or 𝑖 . In practical scenarios, some users or items

may lack any review, implying that 𝑆𝑢 = ∅ or 𝑆𝑖 = ∅ for them.

Collaborative filtering.Our review-augmented contrastive frame-

work can incorporate any collaborative filtering backbone [14, 40,

52, 57, 64]. Here, we briefly summarize matrix factorization [40], a

classical collaborative filtering approach.

Matrix factorization associates a user or an item with an em-

bedding vector, which is termed as the latent factors of the user or

item. The latent factors aim to capture the user preferences or item

characteristics. Let e𝑢 ∈ R𝑑 denote the latent factors of user 𝑢, and

e𝑖 ∈ R𝑑 denote the latent factors of item 𝑖 . Matrix factorization es-

timates an interaction 𝑦𝑢,𝑖 as the inner product of the latent factors

of 𝑢 and 𝑖 , i.e., 𝑦𝑢,𝑖 = e⊤𝑢 e𝑖 .
To optimize the latent factors and other model parameters, ex-

isting works usually frame the task as supervised learning based

on the observed interactions. In this work, we optimize the pair-

wise Bayesian Personalized Ranking (BPR) loss [40], which takes

into account the relative ordering between positive (observed) and

negative (unobserved) user-item interactions. The training set O
consists of a series of triples, O = {(𝑢, 𝑖, 𝑗) | 𝑦𝑢,𝑖 = 1, 𝑦𝑢,𝑗 = 0},
indicating that in each triple (𝑢, 𝑖, 𝑗), user 𝑢 has interacted with

item 𝑖 but not with item 𝑗 . The BPR approach postulates that 𝑢

would favor item 𝑖 over item 𝑗 , as follows.

𝐿CF =
∑
(𝑢,𝑖, 𝑗 ) ∈O − ln𝜎 (𝑦𝑢,𝑖 − 𝑦𝑢,𝑗 ), (2)

where 𝑦𝑢,𝑖 and 𝑦𝑢,𝑗 are estimated using matrix factorization or any

collaborative filtering technique.

4 Proposed Approach
In this section, we introduce our approach ReCAFR. We start with

an overview of ReCAFR, followed by its concrete realization.

4.1 Overview
Figure 2 illustrates the overall framework, which augments the

supervised collaborative backbone with self-supervised contrastive

learning. As depicted in Figure 2(a), the collaborative backbone

takes user-item interactions as input, and generates vector rep-

resentations of users and items using any collaborative filtering

technique. In particular, the interaction data act as supervisory

signals for optimizing the collaborative filtering loss.

We further leverage review data for review-augmented con-

trastive learning, as illustrated in Fig. 2(b). A user (or an item)

can be associated with a set of reviews, which describe the underly-

ing preferences of the user (or characteristics of the item). For the

purpose of contrastive learning, we sample different views from

these reviews to formulate contrastive examples in a self-supervised

manner. Ultimately, to maximize the potential of review data and

ensure its alignment with the collaborative signals, we seek to align

user and item representations from both the collaborative backbone

and the review-augmented contrastive learning within a shared la-

tent space. This alignment is achieved through another contrastive

learning module, as illustrated in Fig. 2(c).

In the following, we elaborate the two contrastive learning mod-

ules (Sects. 4.2 and 4.3), as well as the overall training and inference

procedures (Sect. 4.4).
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Figure 2: Overall framework of ReCAFR. For brevity, it illustrates (b) review-augmented contrastive learning and (c) alignment
contrastive learning for the user side only; similar procedures are applied to the item side.

4.2 Review-Augmented Contrastive Learning
To alleviate the sparsity of interaction data, we incorporate re-

view data into collaborative filtering. As motivated in Sect. 1, for

improved robustness against missing reviews, we integrate re-

view data via a contrastive framework, departing from existing

approaches that treat reviews as input features [3, 44].

Review augmentation.We employ reviews for data augmentation

on both the user and item sides. The two sides are largely symmetric

and we primarily use the user side to exemplify. The underlying

principle is that each review, written by a user, implicitly capture

the user’s preferences. As a result, reviews written by the same

user tend to show more similar patterns than reviews by different

users, a phenomenon we have demonstrated through the diverging

distributions in the preliminary analysis (Fig. 1). Intuitively, each

review embeds a unique “signature” of its author.

Specifically, for a user 𝑢 with a set of reviews 𝑆𝑢 , we sample

two different views from these reviews, designated as 𝑆1𝑢 and 𝑆2𝑢 ,

where 𝑆𝑘𝑢 ⊂ 𝑆𝑢 represents the 𝑘th view of the reviews written by

user 𝑢. Furthermore, we require that 𝑆1𝑢 and 𝑆2𝑢 be disjoint. The

two views 𝑆1𝑢 and 𝑆2𝑢 encapsulate the same inherent signature of 𝑢,

whereas 𝑆1𝑢 and 𝑆2
𝑢′ contain distinct signatures for different users 𝑢

and 𝑢′, respectively. This contrast naturally suggests that (𝑆1𝑢 , 𝑆2𝑢 )
forms a positive pair likely with a higher similarity, while (𝑆1𝑢 , 𝑆2𝑢′ )
constitutes a negative pair likely with a lower similarity. Subse-

quently, the positive and negative pairs serve as data augmentation

for contrastive learning.

Analogously, reviews for the same item tend to be more similar

than those for different items. For an item 𝑖 with a set of reviews

𝑆𝑖 , we sample two views 𝑆1
𝑖
, 𝑆2

𝑖
⊂ 𝑆𝑖 to form a positive pair (𝑆1

𝑖
, 𝑆2

𝑖
),

while a negative pair (𝑆1
𝑖
, 𝑆2

𝑖′ ) can be constructed using another

item 𝑖′ ≠ 𝑖 .

Review-augmented contrastive strategy. Given the contrast-

ing positive and negative pairs from user and item reviews, we

introduce our review-augmented contrastive strategy.

First, our method employs a pre-trained language model, 𝑓 (·), to
initialize the representation of each review. Specifically, 𝑓 (𝑠) maps

a review 𝑠 into a 𝑑-dimensional vector. Subsequently, we compute

a view-level representation for each sampled view. In particular, for

the 𝑘th view of user 𝑢, 𝑆𝑘𝑢 , we compute its representation, h𝑘𝑢 , using
mean pooling of the representations of all reviews in the view, with

a similar setup at the item side:

h𝑘𝑢 = Mean({𝑓 (𝑠) | 𝑠 ∈ 𝑆𝑘𝑢 }), (3)

h𝑘𝑖 = Mean({𝑓 (𝑠) | 𝑠 ∈ 𝑆𝑘𝑖 }) . (4)

Note that the pre-trained langauge model 𝑓 (·) is only used to

initialize the view-level representations. The initial representations
will be further optimized through the contrastive objective. We

adopt the InfoNCE loss [35] to maximize the agreement of the

positive pairs and minimize that of the negative pairs, on both user

and item sides, as follows.

𝐿user
rev

=
∑︁
𝑢∈𝑈
− log exp(sim(h1𝑢 , h2𝑢 )/𝜏)∑

𝑢′∈𝑈 exp(sim(h1𝑢 , h2𝑢′ )/𝜏))
, (5)

𝐿item
rev

=
∑︁
𝑖∈𝐼
− log

exp(sim(h1
𝑖
, h2

𝑖
)/𝜏)∑

𝑖′∈𝐼 exp(sim(h1𝑖 , h
2

𝑖′ )/𝜏))
, (6)

where sim(·) measures the similarity between two vectors, im-

plemented as cosine similarity in our experiments, and 𝜏 is the

temperature hyperparameter.
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4.3 Alignment Contrastive Strategy
To improve the synergy between the reviews and interaction data,

we propose to align user, item and review-based representations

within a shared latent space. As discussed in Sect. 4.2, a pre-trained

language model is used to initialize the review embeddings, which

positions the review-based representations in a distinct space from

that of the user/item representations. To reconcile the semantic

signals from the reviews and the collaborative signals from the inter-

action data, it becomes crucial to align the tripartite representations

of users, items and reviews in a unified space. Such alignment facil-

itates a more synergistic integration, so that the semantic signals

can effectively complement the collaborative signals.

Our alignment model boils down to another self-supervised con-

trastive learning module, inspired by prior multi-modal learning

in other fields [36, 55]. On one hand, we obtain the user and item

representations, such as e𝑢 for user 𝑢 and e𝑖 for item 𝑖 , from the

collaborative backbone. On the other hand, the view-level represen-

tations derived from the reviews, such as h𝑘𝑢 for user 𝑢 and h𝑘
𝑖
for

item 𝑖 , provide an alternative representation for a user or item, since

the reviews written by a user, or written for an item, encapsulate

the underlying preferences of the user or inherent characteristics

of the item. Nevertheless, whether the representations are derived

from the interaction data or reviews, they fundamentally describe

the same user or item. This correspondence motivates us to seek an

alignment between these representations, aiming to maximize the

agreement between the representations of the same user or item,

while minimizing that between the representations of different

users or items. Specifically, we optimize the following losses.

𝐿user
align

=
∑︁
𝑢∈𝑈
− log exp(sim(e𝑢 , h𝑢 )/𝜏)∑

𝑢′∈𝑈 exp(sim(e𝑢 , h𝑢′ ))/𝜏))
, (7)

𝐿item
align

=
∑︁
𝑖∈𝐼
− log exp(sim(e𝑖 , h𝑖 )/𝜏)∑

𝑖′∈𝐼 exp(sim(e𝑖 , h𝑖′ ))/𝜏))
, (8)

where h𝑢 denotes the representation of user 𝑢 derived from the

reviews. In our implementation, we randomly sample a view from

the reviews of user 𝑢 and employ the view’s representation, i.e.,

h𝑢 = h1𝑢 or h2𝑢 . Similarly, h𝑖 = h1
𝑖
or h2

𝑖
.

Remark onmissing reviews.Our review-augmented contrastive

strategy is more robust to missing reviews than direct utilization

of reviews as input features. Employing reviews as explicit user or

item input features (e.g., bag-of-words or dense embeddings) im-

plies that users or items without reviews must resort to dummy or

imputed feature values, or rely solely on collaborative embeddings,

which may compromise the robustness of learning.

On the other hand, in our contrastive formulation, if a user or

item has no review, they are excluded from the contrastive losses,

i.e., skipped in the summation terms in Eqs. (5)–(8), without requir-

ing substitution with dummy or imputed values. Note that, despite

the exclusion, users or items without any review can still implicitly

benefit from the reviews of others, as the entire user-item space is

aligned with the review-based representations.

4.4 Training and Inference
Training. Finally, we jointly optimize the supervised collaborative

loss and the two contrastive losses from both user and item sides.

Table 1: Statistics of the datasets.

Dataset #User #Items # Interactions # Reviews Density

Kindle 365,687 356,888 3,348,523 3,327,676 .003%

Book 500,000 678,705 11,417,323 11,266,408 .003%

Beauty 6,119 5,082 23,291 22,257 .075%

Yelp 22,450 17,213 606,123 601,512 .157%

Specifically, we integrate these losses into an overall loss:

𝐿 = 𝐿CF + 𝜆1
(
𝐿user
rev
+ 𝐿item

rev

)
+ 𝜆2

(
𝐿user
align
+ 𝐿item

align

)
+ 𝜆3∥Θ∥22, (9)

where Θ represent the set of all model parameters, and 𝜆1, 𝜆2, 𝜆3 are

hyperparameters to control the importance of the review-augmented

contrastive learning, alignment contrastive learning, and 𝐿2 regu-

larization, respectively.

We outline the pseudocode of the training process and its com-

plexity analysis in Appendix B.

Inference.We follow BPR [40], a ranking-based collaborative fil-

tering approach. Specifically, we employ user and item vectors, e𝑢
and e𝑖 , to predict a ranking score based on their inner product,

𝑦𝑢,𝑖 = e⊤𝑢 e𝑖 . Note that we employ e∗ alone to capture the primary

user/item collaborative signals. Although h∗, the review-based em-

beddings, are not directly used for ranking, they implicitly improve

the collaborative embeddings e∗ through the alignment loss. Nev-

ertheless, a combination of both e∗ and h∗ is also possible when

all users and items have reviews. Empirically, using the primary

modality for the final prediction can yield good performance.

5 Experiments
We first describe the experimental settings, then evaluate ReCAFR

and various baseline methods in detail, followed by additional anal-

yses of our approach.

5.1 Experimental Setup
Datasets. We conduct experiments on four benchmark datasets in

various domains, namely, “Kindle Store”, “Books”, “All Beauty”
fromAmazon [34] andYelp2. We adopt the 2-core setting for Kindle,

Beauty and Yelp, and 5-core for Book, where the 𝐾-core setting

ensures that each user and item has at least 𝐾 interactions. We set

a smaller 𝐾 for Kindle and Beauty as they have a smaller average

number of interactions per user or item. For Book, we randomly

sample 500K users from the 5-core setting. For Yelp, we utilize the

Phoenix subset. We further process the raw reviews by removing

those consisting solely of non-letter characters. Each dataset is

randomly divided into training, validation, and test sets, following

an 80%, 10%, and 10% split. The statistics of the processed datasets

are summarized in Table 1.

Baseline methods. We compare to the following baselines in two

broad categories, as follows.

The first category involves collaborative filtering without us-

ing reviews. (1) BPR [40]: A classical matrix factorization tech-

nique optimized by the BPR loss. (2) LightGCN [14]: A graph-

based approach specifically designed to improve recommendation

2
https://www.yelp.com/dataset

https://www.yelp.com/dataset
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Table 2: Performance comparison between ReCAFR and baselines that do not use reviews. Each baseline X is compared with
ReCAFR+X, with the better result in each pair bolded.

Kindle Book Beauty Yelp
Methods Recall@5 NDCG@5 Recall@5 NDCG@5 Recall@5 NDCG@5 Recall@5 NDCG@5

BPR .0203±.0003 .0242±.0005 .0142±.0009 .0236±.0001 .0264±.0007 .0310±.0003 .0109±.0006 .0166±.0002

ReCAFR+BPR .0226±.0001 .0245±.0001 .0143±.0002 .0237±.0008 .0277±.0003 .0313±.0008 .0115±.0008 .0169±.0004
LightGCN .0232±.0001 .0281±.0001 .0152±.0005 .0254±.0006 .0254±.0008 .0298±.0000 .0112±.0006 .0168±.0002

ReCAFR+LightGCN .0243±.0005 .0293±.0001 .0187±.0005 .0311±.0001 .0266±.0006 .0300±.0006 .0125±.0006 .0175±.0005
SGL .0237±.0006 .0286±.0007 .0169±.0001 .0281±.0005 .0269±.0002 .0316±.0008 .0101±.0004 .0151±.0004

ReCAFR+SGL .0242±.0009 .0291±.0005 .0171±.0006 .0285±.0007 .0276±.0007 .0319±.0009 .0106±.0001 .0158±.0001
DirectAU .0255±.0009 .0309±.0007 .0167±.0009 .0281±.0009 .0298±.0007 .0338±.0006 .0124±.0009 .0169±.0005

ReCAFR+DirectAU .0262±.0000 .0317±.0009 .0172±.0006 .0285±.0007 .0301±.0008 .0341±.0007 .0121±.0006 .0172±.0008
SimGCL .0253±.0002 .0306±.0003 .0180±.0007 .0301±.0007 .0288±.0000 .0339±.0007 .0145±.0001 .0188±.0002

ReCAFR+SimGCL .0269±.0002 .0302±.0003 .0184±.0003 .0307±.0001 .0296±.0007 .0365±.0001 .0155±.0007 .0202±.0004
Methods Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20

BPR .0571±.0001 .0394±.0001 .0439±.0009 .0340±.0001 .0750±.0009 .0516±.0005 .0299±.0007 .0234±.0006

ReCAFR+BPR .0553±.0009 .0399±.0009 .0440±.0004 .0351±.0006 .0821±.0003 .0542±.0002 .0315±.0002 .0241±.0007
LightGCN .0616±.0002 .0437±.0007 .0472±.0006 .0365±.0006 .0720±.0002 .0496±.0006 .0304±.0001 .0237±.0005

ReCAFR+LightGCN .0645±.0009 .0457±.0003 .0543±.0002 .0430±.0003 .0788±.0007 .0520±.0004 .0316±.0000 .0241±.0008
SGL .0628±.0006 .0446±.0001 .0523±.0004 .0404±.0001 .0763±.0002 .0525±.0009 .0273±.0004 .0213±.0006

ReCAFR+SGL .0629±.0006 .0448±.0003 .0525±.0009 .0412±.0001 .0761±.0002 .0513±.0008 .0278±.0003 .0211±.0005

DirectAU .0681±.0007 .0481±.0007 .0529±.0005 .0411±.0007 .0793±.0007 .0546±.0006 .0307±.0003 .0238±.0007
ReCAFR+DirectAU .0676±.0004 .0491±.0002 .0516±.0005 .0418±.0005 .0801±.0005 .0549±.0003 .0302±.0003 .0223±.0001

SimGCL .0659±.0006 .0468±.0006 .0549±.0006 .0424±.0001 .0801±.0008 .0551±.0004 .0340±.0007 .0266±.0007

ReCAFR+SimGCL .0670±.0003 .0476±.0009 .0582±.0002 .0440±.0001 .0839±.0001 .0564±.0005 .0349±.0006 .0277±.0009

performance on a user-item bipartite graph. (3) SGL [57]: A self-

supervised learning approach on the user-item graph, leveraging

structural augmentations involving node/edge dropout and random

walk. (4) DirectAU [52]: A state-of-the-art approach, optimizing

the desirable properties of representations in collaborative filter-

ing on the unit hypersphere. (5) SimGCL [64]: A state-of-the-art

approach with augmentation-free contrastive learning for recom-

mendation. Note that we can employ any of these approaches as

the collaborative backbone for ReCAFR.

The second category involves recent review-aware approaches.

(1) NARRE [3]: An attention-based approach that extracts and

aggregates user and item features from reviews. (2) RGCL [44]:

A state-of-the-art review-aware graph-based contrastive method.

However, their contrastive augmentations using node and edge

discrimination rely primarily on graph structures, involving reviews

merely as features for the node/edge discrimination tasks. (3)RMCL
[62]: A state-of-the-art intention representation method based on

the mixed Gaussian distribution hypothesis, with a multi-intention

contrastive strategy. For these review-aware baselines, to deal with

users or items without reviews, we impute a dummy feature vector

based on the mean pooling of 10K randomly sampled reviews.

Evaluation. We evaluate the ranking performance of top-𝐾 rec-

ommendations with Recall@𝐾 , Precision@𝐾 , and NDCG@𝐾 , for

𝐾 ∈ {5, 20}. For each metric, we compute the average over all users

in the test set. Furthermore, each experiment is repeated five times

and the means and standard deviations of the performance over

the five runs are reported. For a fair comparison, we have adapted

all methods to optimize the same BPR loss as used in our approach,

which is appropriate for the ranking-based evaluation. Notably, our

experiments show that the adapted versions generally outperform

their original loss functions.

Implementation details. ReCAFR can flexibly adopt any super-

vised collaborative backbone. Given a backbone X, we denote our

ReCAFR paired with the backbone as ReCAFR+X. Specifically, we

adopt each of the five baselines that do not use reviews (BPR, Light-

GCN, SGL, SimGCL, DirectAU) as our backbone.

For ReCAFR, the embedding dimension is set as 𝑑 = 64. To

sample two views from the reviews of a user or item, we randomly

split the reviews into two subsets of equal size, treating each subset

as one view. To initialize the embedding of each review, we use

a pre-trained sentence-transformers model [37], denoted as 𝑓 (·)
in Eqs. (3)–(4). We also use the average embedding vectors of the

reviews associated with a user or item to initialize their embeddings

for the collaborative backbone. For users or items without any

review, we initialize their embeddings with a dummy vector. We

select the hyperparameters through a grid search over 𝜆1, 𝜆2 ∈
{.001, .01, 1, 10, 20} and 𝜆3 ∈ {0.1, 0.2, 0.3, . . . , 1.0} on the validation

set. The temperature 𝜏 in the contrastive loss is searched from 0 to

1. We employ Adam [22] as the optimizer for the training process

with the batch size fixed at 1024 and the learning rate at .01.

For the various baselines, we defer their implementation details

to Appendix C.

5.2 Performance Comparison
We compare ReCAFR to the baselines without or with reviews. Due

to space limitations, only selected metrics are shown, with the full

results provided in Appendix E.

Comparison to baselines w/o reviews. Table 2 presents the

results of ReCAFR and five collaborative baselines that do not utilize

any reviews. We pair each baseline with ReCAFR as its backbone,

and evaluate the performance of each pair.
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Table 3: Performance comparison between ReCAFR and review-aware baselines. The best result in each setting is bolded.

Method Kindle Book Beauty Yelp
Using all available reviews

Recall@5 NDCG@5 Recall@5 NDCG@5 Recall@5 NDCG@5 Recall@5 NDCG@5

NARRE .0238±.0009 .0269±.0007 .0160±.0008 .0266±.0001 .0266±.0006 .0303±.0009 .0129±.0002 .0171±.0006

RGCL .0242±.0006 .0292±.0001 .0183±.0003 .0305±.0003 .0269±.0006 .0325±.0004 .0142±.0002 .0196±.0005

RMCL .0236±.0008 .0288±.0001 .0172±.0003 .0294±.0009 .0273±.0006 .0315±.0004 .0144±.0007 .0192±.0006

ReCAFR+SimGCL .0269±.0004 .0302±.0003 .0184±.0005 .0307±.0003 .0296±.0003 .0365±.0008 .0155±.0009 .0202±.0007
Removing 30% of the reviews

Recall@5 NDCG@5 Recall@5 NDCG@5 Recall@5 NDCG@5 Recall@5 NDCG@5

NARRE .0206±.0007 .0213±.0008 .0141±.0005 .0211±.0006 .0239±.0007 .0240±.0006 .0102±.0006 .0140±.0007

RGCL .0215±.0009 .0216±.0009 .0152±.0002 .0273±.0006 .0247±.0005 .0248±.0008 .0109±.0001 .0156±.0001

RMCL .0226±.0007 .0211±.0005 .0163±.0005 .0259±.0001 .0251±.0001 .0264±.0008 .0116±.0005 .0148±.0005

ReCAFR+SimGCL .0241±.0007 .0279±.0007 .0171±.0001 .0295±.0004 .0274±.0008 .0329±.0006 .0121±.0005 .0184±.0001
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Figure 3: Impact of missing reviews.

We generally observe better performance when each backbone

recommender is integratedwith ReCAFR thanwhen it is not, demon-

strating the effectiveness of ReCAFR. Furthermore, contrastive

backbones such as SGL and SimGCL generally outperform con-

ventional collaborative filtering models like BPR and LightGCN.

This is because contrastive methods leverage self-supervised sig-

nals to learn inherent properties within the interaction data, which

complement supervised collaborative signals. Hence, by incorpo-

rating additional self-supervised signals from the reviews, ReCARF

could achieve even better performance. In particular, when paired

with the state-of-the-art SimGCL, ReCARF+SimGCL generally out-

perform all other variants in our experiments.

Comparison to review-aware baselines. Next, we compare Re-

CARF+SimGCL, our most competitive variant, with various review-

aware methods. In Table 3, we include two settings: using all avail-

able reviews, and removing 30% of the reviews. The rationale for

removing the reviews is to simulate real-world scenarios where

many interactions lack reviews, noting that the public benchmarks

were curated in a way that only interactions with reviews were

harvested, which does not represent real-world scenarios.

First, we consistently observe that ReCAFR demonstrates supe-

rior performance in all cases. The advantage of ReCAFR suggests

that integrating reviews with collaborative filtering within a uni-

fied space can more effectively mitigate the sparsity of interaction

data, compared to other review-aware methods that merely extract

features from reviews.

Second, when 30% of the reviews are removed, all methods ex-

perience a performance drop; however, ReCAFR tends to be more

robust, with smaller decreases. This further demonstrates the ro-

bustness of our approach when facing missing reviews. To more

comprehensively evaluate the robustness in the absence of reviews,

we vary the amount of reviews removed from each dataset, and

visualize the performance trend in Fig. 3. We observe that, as more

reviews are removed, the performance of all review-aware meth-

ods declines. Notably, NARRE, RGCL, and RMCL exhibit a more

pronounced decrease in performance, whereas our method, Re-

CAFR, experiences a significantly smaller reduction, reaffirming its

robustness in dealing with missing reviews.

5.3 Ablation Study
We conduct an ablation study on ReCAFR with the SimGCL back-

bone, noting that using other backbones shows similar patterns. To

evaluate the contribution of our key designs in ReCAFR, we com-

pare with the following ablated variants. (1) w/o text emb. init.:
We do not use pre-trained review embeddings to initialize user and

item representations in the collaborative backbone. Instead, we ran-

domly initialize them. (2) w/o user CL: We eliminate the user-side

contrastive learning, including both the review-augmented and

alignment contrastive strategies, while retaining the item-side con-

trastive learning. Note that removing either contrastive strategy

in isolation is not feasible; without review augmentation, align-

ment becomes redundant as review-based representations are ab-

sent. Conversely, omitting the alignment strategy means that user

and item representations are optimized on the interaction data

independently, disregarding review augmentation. (Nevertheless,

we demonstrate the relative contribution from each strategy in

Sect. 5.4.) (3) w/o item CL: We remove the item-side contrastive

learning, while retaining the user-side contrastive learning.

We present the performance of the full model and these variants

in Table 4, and make the following observations. First, we observe

that the variant “w/o text emb. init.” shows a consistent decrease in
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Table 4: Ablation study on ReCAFR, reporting NDCG@5.

Variants Kindle Book Beauty Yelp
ReCAFR+SimGCL .0302 .0307 .0365 .0202
w/o text emb. init. .0294 .0286 .0351 .0199

w/o user CL .0281 .0281 .0346 .0186

w/o item CL .0276 .0284 .0331 .0182
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Figure 4: Effect of 𝜆1 and 𝜆2 on ReCAFR.

performance compared to the full model. This outcome is expected

as, pre-trained review-based embeddings contain useful semantic

information that helps bootstrap model training. However, rela-

tively modest performance decrease suggests that using reviews

merely as side information does not fully tap into the potential

of reviews. Second, the results reveal that the variants without ei-

ther user- or item-side contrastive learning suffer from a notable

decline in performance compared to the full model. This outcome

substantiates our thesis that the proposed contrastive strategies

can effectively complement the interaction data.

5.4 Hyperparameter Studies
We investigate the impact of 𝜆1 and 𝜆2 in Eq. (9), the two main

hyperparameters in ReCAFR. Given the similarity in results from

various backbones, we only report the findings obtained with the

LightGCN backbone in Fig. 4.

First, to analyze the influence of 𝜆1, we vary it in the range of

.001 to 20, while fixing 𝜆2 = 0.5 across all datasets. As shown in

Fig. 4 (left), an appropriate 𝜆1 value can effectively improve the

performance of ReCAFR. Specifically, ReCAFR demonstrates strong

performance across four datasets when 𝜆1 is set around 10. This

observation implies that our review-augmented contrastive strategy

plays a pivotal role, and underscores the need of a balanced trade-

off between the supervisory signals in review data and the semantic

signals in interaction data.

Next, we fix 𝜆1 = 10, and vary 𝜆2 in the range of 0.1 to 0.6.

ReCAFR appears stable when 𝜆2 is set around the range [0.4, 0.5]
on the Amazon datasets and 0.2 on Yelp. This outcome suggests that

our alignment contrastive strategy is a crucial factor in the learning

process: insufficient alignment (i.e., smaller 𝜆2) leads to inconsistent

latent spaces, while excessive alignment (i.e., larger 𝜆2) imposes

too much constraint on the optimization, thereby diminishing the

model’s capacity.

5.5 Can ReCAFR benefit from LLMs?
With the emergence of large language models (LLMs), an orthogo-

nal direction is whether LLMs could be used to enhance reviews.

In this final part, we conduct a preliminary analysis on whether

Table 5: Demonstration of ReCAFR with LLM-enhanced re-
views on the Beauty dataset.

Methods Recall@5 Prec@5 NDCG@5

BPR .0264 .0272 .0310

ReCAFR+BPR .0277 .0287 .0313

ReCAFR+BPR (LLM) .0269 .0289 .0315
LightGCN .0254 .0261 .0298

ReCAFR+LightGCN .0266 .0276 .0300

ReCAFR+LightGCN (LLM) .0269 .0277 .0311
DirectAU .0298 .0284 .0338

ReCAFR+DirectAU .0301 .0286 .0341

ReCAFR+DirectAU (LLM) .0306 .0295 .0349
SimGCL .0288 .0295 .0338

ReCAFR+SimGCL .0296 .0304 .0365

ReCAFR+SimGCL (LLM) .0298 .0313 .0376

ReCAFR can further benefit from LLM-enhanced reviews. LLMs

can summarize key points, remove noises, and perform reasoning

on the reviews, potentially improving their overall quality. To this

end, we follow a previous work called RLMRec [38], using well-

designed LLM instructions and input prompts to refine and enhance

the reviews. Specifically, we query an LLM (GPT-4o mini) using

such instructions and prompts, generating a response that includes

both “summarization” and “reasoning” sections for each review.

The generated responses represent a refined version of the reviews.

Details of the instruction and prompt are described in Appendix D.

In Table 5, we present the results using several collaborative

backbones on the Beauty dataset. “ReCAFR+X (LLM)” indicates the

use of LLM-enhanced reviews in place of the original reviews as

input. Overall, LLM-enhanced reviews consistently boost ReCAFR’s

performance across various backbones, suggesting the feasibility of

improving recommendations with LLMs, as well as demonstrating

the flexibility and robustness of ReCAFR in different settings. Since

the LLM-enhancement is an orthogonal notion that is not integral

to the algorithmic method itself, we leave further investigation on

the integration of LLMs for recommendation to future work.

6 Conclusion and Future Work
In this work, we proposed a Review-centric Contrastive Alignment

Framework for Recommendation (ReCAFR). Distinct from existing

approaches that largely treat reviews as input features, ReCAFR

incorporates reviews into collaborative filteringwithin a contrastive

framework to enhance the synergy between reviews and interaction

data. Specifically, we introduced two self-supervised contrastive

strategies that not only utilize the review augmentation to alleviate

sparsity but also align the tripartite representations within a unified

space to better exploit the interplay among users, items and reviews.

In future work, we plan to extend our framework to incorporate

other contrastive signals, such as graph-based self-supervision.
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Algorithm 1 Training Procedure of ReCAFR

Require: The set of training triplets O;
Require: Reviews of each user {𝑆𝑢 : 𝑢 ∈ 𝑈 } and each item {𝑆𝑖 : 𝑖 ∈ 𝐼 }.
1: for each user 𝑢 ∈ 𝑈 (or each item 𝑖 ∈ 𝐼 ) do
2: Sample two views 𝑆1𝑢 , 𝑆

2

𝑢 from 𝑆𝑢 (or 𝑆1
𝑖
, 𝑆2

𝑖
from 𝑆𝑖 );

3: Initialize h1

𝑢 ,h2

𝑢 (or h1
𝑖
and h2

𝑖
) for the sampled views;

4: end for
5: Θ← model initialization;

6: while not converged do
7: for each training triple (𝑢, 𝑖, 𝑗 ) ∈ O do
8: Compute 𝐿CF; (Eq. 2)

9: Sample 𝑢′ ∈ 𝑈 , 𝑖′ ∈ 𝐼 ;
10: Compute 𝐿user

rev
and 𝐿item

rev
(Eqs. 5, 6);

11: Compute 𝐿user
align

and 𝐿item
align

(Eqs. 7, 8);

12: Compute the total loss 𝐿 (Eq. 9);

13: end for
14: Update Θ← via backpropagation;

15: end while
16: return Θ.

A Details of the pilot study
We describe the details of our pilot study in Fig. 1, which shows the

contrast between the similarity distributions of positive pairs and

negative pairs.

As elaborated in experimental setup (see Sect. 5.1), we first sam-

ple two views from the set of reviews of each user 𝑢, denoted by

𝑆1𝑢 and 𝑆2𝑢 . Then, we employ a pre-trained sentence-transformers

model (MiniLM) 𝑓 (·) to map 𝑆1𝑢 and 𝑆2𝑢 into view-level representa-

tions, h1𝑢 and h2𝑢 , respectively (Eq. 3). Furthermore, we construct

positive and negative pairs from the views of all users following our

proposed review augmentation process (see Sect. 4.2). Given the

view-level representations and the augmented pairs, we compute

the cosine similarity of the positive pairs, e.g., sim(h1𝑢 , h2𝑢 ), and
that of the negative pairs, e.g., sim(h1𝑢 , h2𝑢′ ). Finally, we plot the
similarity distribution curves of the positive pairs, and that of the

negative pairs, on each dataset. We also obtain similar patterns with

different pre-trained language models including BERT and SBERT.

B Pseudocode
The pseudocode of the training process is outlined in Algorithm 1.

The overall complexity can be analyzed based on the computation

of three major components: the collaborative backbone, the review-

augmented contrastive learning, and the alignment contrastive

learning. The complexity of the contrastive backbone grows lin-

early with the training set, i.e., 𝑂 ( |O|). For the two contrastive

losses, if their normalization is computed in full over all the users

𝑢′ ∈ 𝑈 or items 𝑖′ ∈ 𝐼 as shown in Eqs. (5)–(8), their theoretical

complexity is𝑂 ( |𝑈 |2 + |𝐼 |2). However, in practice we perform sam-

pling only (Algorithm 1, line 9) within each mini-batch, reducing

the complexity to 𝑂 ( |𝑈 | + |𝐼 |). Hence, the overall complexity of

ReCAFR is 𝑂 ( |O| + |𝑈 | + |𝐼 |). Comparing to the collaborative back-

bone, we incur an overhead of 𝑂 ( |𝑈 | + |𝐼 |) only, which is linear to

the number of users and items. Moreover, in general, the number

of users and items are much less than the total number of training

triples, since each user or item contributes multiple training triples.

Hence, the overhead in ReCAFR over the collaborative backbone is

negligible, given that |𝑈 | + |𝐼 | ≪ |O|.

C Details of baseline settings
We provide detailed settings for the baselines.

For all baseline models, the embedding size is fixed to 64 and the

embedding parameters (user, item, and review representations) are

initialized with the Xavier method. We use a learning rate of 10
−3

and the default mini-batch size of 1024 to optimize the model by

the Adam optimizer.

For the collaborative filtering approaches: The 𝐿2 regularization

coefficient is set to 10
−3

for BPR and 10
−4

for LightGCN. The num-

ber of layers in LightGCN is set to 2. In DirectAU, hyper-parameters

are tuned in the ranges suggested by the original paper except for

the weight of 𝑙
uniform

is tuned from 0.01 to 10. In SGL, we employ

the SGL-ED variant, with the self-supervised coefficient, regular-

ization coefficient and edge dropout coefficient set to 0.5, 0.001,

and 0.1, respectively. The number of layers in SGL is set to 2. To

fine-tune hyperparameters of SimGCL, we search 𝐿2 regularization

from 10
−5

to 10
−2

and we empirically let the temperature 𝜏 = 0.2

and this 𝜏 also is reported in those papers as the best.

For the review-based methods: For NARRE, the number of neu-

rons in the convolutional layer is 100 with window size set to 3,

and the dropout ratio is set to 0.4 to prevent overfitting. The hyper-

parameters of RGCL are set to 𝛼 = 0.8 and 𝛽 = 0.4, to control the

strength of node and edge discrimination. We set the node dropout

ratio to 0.4 in RGCL. In the experiments of RMCL, the size of la-

tent vector is searched in {32, 64, 128} along with the number of

intentions tuned in {5, 10, 15, 20, 50}.

D Details of LLM-based experiments
We describe the instruction and input prompt used in our LLM

enhancement. Fig. 5 showcases an example specific to the Book

dataset, following the design in RLMRec [38]. Given a domain-

customized instruction template, and an input prompt populated by

each review, along with the title and description of the correspond-

ing item, the LLM generates a response containing “summarization”

and “reasoning” sections, representing an enhanced version of the

review.

E Additional results
We present the performance comparison with review-based base-

lines for top-5 and top-20 recommendations in Table 6 and Table 7,

respectively.

We further present the full performance evaluation of ReCAFR

with five collaborative backbones in Table 8.
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You will serve as an assistant to help me determine which types of books a specific user is likely to enjoy.
I will provide you with information about books that the user has purchased, as well as his or her review of that book.
Here are the instructions:
1. Each purchased book will be described in JSON format, with the following attributes:
{   "title": "the title of the book", (if there is no title, I will set this value to "None")
    "description": "a description of what types of users will like this book",
    "review": "the user's review on the book" (if there is no review, I will set this value to "None")}
2. The information I will give you:
PURCHASED ITEMS: a JSON string describing the item that the user has purchased.

Requirements:
1. Please provide your decision in JSON format, following this structure:
{  "summarization": "A summarization of what types of books this user is likely to enjoy" (if you are unable to summarize it, please set this 
value to "None")
    "reasoning": "briefly explain your reasoning for the summarization}
2. Please ensure that the "summarization" is no longer than 100 words.
3. The "reasoning" has no word limits.
4. Do not provided any other text outside the JSON string.

{“title”: “The Mythic Guide to Characters: Writing Characters Who Enchant and Inspire", 
“description”: “The Mythic Guide to Characters is, in short, a remarkable book. It's intelligent and insightful but at the same time easily 
approachable and user friendly...” 
“review”: “The Mythic Guide to Characters is a well-organized effort to assist writers, especially those early in their careers, in creating strong 
and varied characters…”}

{ "summarization": "This user is likely to enjoy books focused on writing and character development, particularly those aimed at helping 
aspiring writers improve their craft.",
  "reasoning": "The user praised 'The Mythic Guide to Characters' for its organizational structure and practical advice for early-career writers, 
indicating a strong interest in writing as a form of expression. The appreciation for examples from popular works suggests a desire for relatable 
references and a focus on character creation. This aligns with an enjoyment for instructional and insightful literature that aids in the writing 
process."}

Instruction

Input Prompt

Generated from LLM
Figure 5: Review enhancement using LLMs, illustrated with the Book dataset.

Table 6: Performance comparison (@5) between ReCAFR and review-based baselines. The best result in each setting is bolded.

Method Kindle Book Beauty Yelp
Using all available reviews

Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5

NARRE .0238±.0009 .0235±.0005 .0269±.0007 .0160±.0008 .0257±.0003 .0266±.0001 .0266±.0006 .0276±.0002 .0303±.0009 .0129±.0002 .0182±.0009 .0171±.0006

RGCL .0242±.0006 .0264±.0009 .0292±.0001 .0183±.0003 .0293±.0003 .0305±.0003 .0269±.0006 .0279±.0002 .0325±.0004 .0142±.0002 .0189±.0006 .0196±.0005

RMCL .0236±.0008 .0259±.0006 .0288±.0001 .0172±.0003 .0286±.0001 .0294±.0009 .0273±.0006 .0265±.0006 .0315±.0004 .0144±.0007 .0186±.0003 .0192±.0006

ReCAFR+SimGCL .0269±.0004 .0285±.0008 .0302±.0003 .0184±.0005 .0295±.0005 .0307±.0003 .0296±.0003 .0304±.0001 .0365±.0008 .0155±.0009 .0191±.0008 .0202±.0007

Removing 30% of the reviews
Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5

NARRE .0206±.0007 .0229±.0009 .0213±.0008 .0141±.0005 .0214±.0008 .0211±.0006 .0239±.0007 .0261±.0007 .0240±.0006 .0102±.0006 .0145±.0005 .0140±.0007

RGCL .0215±.0009 .0238±.0004 .0216±.0009 .0152±.0002 .0258±.0009 .0273±.0006 .0247±.0005 .0274±.0008 .0248±.0008 .0109±.0001 .0152±.0005 .0156±.0001

RMCL .0226±.0007 .0248±.0002 .0211±.0005 .0163±.0005 .0247±.0003 .0259±.0001 .0251±.0001 .0279±.0006 .0264±.0008 .0116±.0005 .0163±.0004 .0148±.0005

ReCAFR+SimGCL .0241±.0007 .0254±.0005 .0279±.0007 .0171±.0001 .0261±.0005 .0295±.0004 .0274±.0008 .0289±.0009 .0329±.0006 .0121±.0005 .0175±.0005 .0184±.0001
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Table 7: Performance comparison (@20) between ReCAFR and review-based baselines. The best result in each setting is bolded.

Method Kindle Book Beauty Yelp
Using all available reviews

Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20

NARRE .0650±.0007 .0172±.0003 .0447±.0006 .0496±.0003 .0205±.0005 .0384±.0002 .0806±.0003 .0210±.0008 .0533±.0008 .0326±.0006 .0116±.0008 .0241±.0006

RGCL .0641±.0008 .0185±.0008 .0455±.0008 .0532±.0002 .0221±.0002 .0422±.0004 .0812±.0002 .0211±.0002 .0537±.0000 .0331±.0007 .0142±.0005 .0268±.0008

RMCL .0582±.0007 .0172±.0001 .0341±.0007 .0541±.0007 .0225±.0007 .0429±.0005 .0824±.0003 .0206±.0003 .0541±.0004 .0291±.0006 .0137±.0005 .0241±.0000

ReCAFR+SimGCL .0699±.0005 .0206±.0001 .0476±.0003 .0582±.0004 .0240±.0008 .0440±.0006 .0839±.0004 .0214±.0006 .0564±.0008 .0349±.0002 .0153±.0006 .0277±.0008

Removing 30% reviews
Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20

NARRE .0601±.0009 .0148±.0005 .0406±.0009 .0452±.0006 .0182±.0009 .0341±.0004 .0788±.0007 .0186±.0001 .0501±.0003 .0297±.0005 .0101±.0001 .0219±.0007

RGCL .0594±.0002 .0154±.0006 .0425±.0009 .0501±.0003 .0198±.0006 .0376±.0003 .0786±.0001 .0189±.0002 .0498±.0006 .0308±.0002 .0116±.0009 .0227±.0004

RMCL .0551±.0001 .0142±.0008 .0319±.0003 .0505±.0007 .0204±.0006 .0388±.0008 .0773±.0009 .0174±.0001 .0413±.0001 .0264±.0009 .0109±.0004 .0216±.0002

ReCAFR+SimGCL .0673±.0003 .0189±.0006 .0454±.0003 .0558±.0003 .0221±.0009 .0419±.0001 .0803±.0002 .0195±.0006 .0530±.0001 .0331±.0005 .0124±.0009 .0252±.0006

Table 8: Performance comparison between ReCAFR and baselines that do not use review data. Each baseline X is compared
with ReCAFR+X, with the best result in each pairing bolded.

Kindle Book Beauty Yelp
Methods Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5 Recall@5 Prec@5 NDCG@5

BPR .0203±.0003 .0223±.0008 .0242±.0005 .0142±.0009 .0227±.0006 .0236±.0001 .0264±.0007 .0272±.0009 .0310±.0003 .0109±.0006 .0157±.0007 .0166±.0002

ReCAFR+BPR .0226±.0001 .0241±.0009 .0245±.0001 .0143±.0002 .0228±.0001 .0237±.0008 .0277±.0003 .0287±.0002 .0313±.0008 .0115±.0008 .0162±.0004 .0169±.0004
LightGCN .0232±.0001 .0253±.0007 .0281±.0001 .0152±.0005 .0244±.0001 .0254±.0006 .0254±.0008 .0261±.0005 .0298±.0000 .0112±.0006 .0159±.0004 .0168±.0002

ReCAFR+LightGCN .0243±.0005 .0265±.0009 .0293±.0001 .0187±.0005 .0299±.0002 .0311±.0001 .0266±.0006 .0276±.0004 .0300±.0006 .0125±.0006 .0168±.0002 .0175±.0005
SGL .0237±.0006 .0259±.0007 .0286±.0007 .0169±.0001 .0270±.0008 .0281±.0005 .0269±.0002 .0276±.0009 .0316±.0008 .0101±.0004 .0143±.0001 .0151±.0004

ReCAFR+SGL .0242±.0009 .0257±.0005 .0291±.0005 .0171±.0006 .0274±.0007 .0285±.0007 .0276±.0007 .0273±.0004 .0319±.0009 .0106±.0001 .0148±.0008 .0158±.0001
DirectAU .0255±.0009 .0271±.0003 .0309±.0007 .0167±.0009 .0269±.0007 .0281±.0009 .0298±.0007 .0284±.0007 .0338±.0006 .0124±.0009 .0161±.0008 .0169±.0005

ReCAFR+DirectAU .0262±.0000 .0273±.0006 .0317±.0009 .0172±.0006 .0271±.0006 .0285±.0007 .0301±.0008 .0286±.0008 .0341±.0007 .0121±.0006 .0179±.0001 .0172±.0008
SimGCL .0253±.0002 .0277±.0004 .0306±.0003 .0180±.0007 .0289±.0006 .0301±.0007 .0288±.0000 .0295±.0002 .0339±.0007 .0145±.0001 .0181±.0002 .0188±.0002

ReCAFR+SimGCL .0269±.0002 .0285±.0001 .0302±.0003 .0184±.0003 .0295±.0006 .0307±.0001 .0296±.0007 .0304±.0005 .0365±.0001 .0155±.0007 .0191±.0009 .0202±.0004

Methods Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20 Recall@20 Prec@20 NDCG@20

BPR .0571±.0001 .0165±.0008 .0394±.0001 .0439±.0009 .0227±.0005 .0340±.0001 .0750±.0009 .0199±.0001 .0516±.0005 .0299±.0007 .0109±.0003 .0234±.0006

ReCAFR+BPR .0553±.0009 .0174±.0008 .0399±.0009 .0440±.0004 .0194±.0009 .0351±.0006 .0821±.0003 .0213±.0007 .0542±.0002 .0315±.0002 .0112±.0005 .0241±.0007
LightGCN .0616±.0002 .0178±.0000 .0437±.0007 .0472±.0006 .0195±.0008 .0365±.0006 .0720±.0002 .0191±.0003 .0496±.0006 .0304±.0001 .0110±.0009 .0237±.0005

ReCAFR+LightGCN .0645±.0009 .0186±.0009 .0457±.0003 .0543±.0002 .0225±.0005 .0430±.0003 .0788±.0007 .0204±.0009 .0520±.0004 .0316±.0000 .0128±.0003 .0241±.0008
SGL .0628±.0006 .0182±.0001 .0446±.0001 .0523±.0004 .0216±.0009 .0404±.0001 .0763±.0002 .0202±.0005 .0525±.0009 .0273±.0004 .0099±.0004 .0213±.0006

ReCAFR+SGL .0629±.0006 .0184±.0005 .0448±.0003 .0525±.0009 .0219±.0001 .0412±.0001 .0761±.0002 .0199±.0007 .0513±.0008 .0278±.0003 .0107±.0001 .0211±.0005

DirectAU .0681±.0007 .0196±.0006 .0481±.0007 .0529±.0005 .0254±.0009 .0411±.0007 .0793±.0007 .0216±.0002 .0546±.0006 .0307±.0003 .0116±.0008 .0238±.0007
ReCAFR+DirectAU .0676±.0004 .0199±.0006 .0491±.0002 .0516±.0005 .0256±.0004 .0418±.0005 .0801±.0005 .0221±.0001 .0549±.0003 .0302±.0003 .0115±.0003 .0223±.0001

SimGCL .0659±.0006 .0191±.0000 .0468±.0006 .0549±.0006 .0227±.0008 .0424±.0001 .0801±.0008 .0211±.0008 .0551±.0004 .0340±.0007 .0143±.0007 .0266±.0007

ReCAFR+SimGCL .0670±.0003 .0205±.0003 .0476±.0009 .0582±.0002 .0240±.0008 .0440±.0001 .0839±.0001 .0214±.0001 .0564±.0005 .0349±.0006 .0153±.0003 .0277±.0009
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