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Motivation

▪ How to build foundation models has emerged as an important question, 

paving a plausible path toward artificial general intelligence.

Problem

Proposed Method: SAMGPT

Experiment

• Different domains exhibit various structural characteristics

Challenges

C1: How do we harmonize structural variance across multiple domains during 

pre-training?

C2: How do we adapt multi-domain prior structural knowledge to cross-domain 

downstream tasks?

Pretext tokens

Add token to each layer of graph encoder, 

guiding structure-based aggregation

Multi-domain pre-training

Feature adaptation
Fuse embeddings

Feature alignment

Structure alignment

Dimension alignment

Structure-aligned embedding matrix

Overall embedding

Prompt tuning Holistic prompts

Specific prompts

Prompt modification

Overall embedding
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