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§To cater to diverse downstream tasks, pre-training should broadly extract 
knowledge from various aspects.

Problem

• Different pretext tasks often have different objectives, directly combining 
them lead to task interference.

• Multiple pretext tasks further complicates the alignment of downstream 
objectives with the pre-trained model.

Challenges

C1:  How can we leverage diverse pre-text tasks for graph models in a 
synergistic manner? 
C2: How can we transfer both task-specific and global pre-trained 
knowledge?

Pretext tokens

Add token to each layer of graph encoder

Multi-task pre-training

Pre-Training ObjectiveOverall embedding 

Graph encoder output embedding 

Prompt tuning
Composed prompt

Open prompt

Aggregate dual prompt 

Baselines

Observation
• MultiGPrompt consistently outperforms 

all baselines and variations.

• Supervised: GCN, GAT
• Pre-train,Finetune: DGI/InfoGraph, GraphCL
• Prompting: GPPT, GraphPrompt


