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Motivation

• Link prediction: fundamental task on graph with many 

applications

• Heterogeneous Graphs (or Heterogeneous Information 

Networks/HIN) consist of multiple types of nodes/edges, 

providing rich and diverse semantics for link prediction.

• In real-world scenarios, type information of HINs can be 

noisy, missing or completely inaccessible. 

 → Latent Heterogeneous Graphs (LHG)
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• Graph Neural Networks 

– Homogeneous graphs: GCN [1], GAT [2], etc.

– Heterogeneous graphs: HAT [3], HGT [4], etc. 

• Knowledge Graph Embedding 

– TransE [5],  TransR [6], etc.

• Predicting Missing Types 

– RPGNN [7], Linear.Adagrad [8], etc. 

Related Work

[1] Kipf, T. N., et al. 2017. Semi-supervised classification with graph convolutional networks. ICLR.

[2] Veličković, P., et al. 2018. Graph attention networks. ICLR.

[3] Wang, et al. 2019. Heterogeneous graph attention network. WWW.

[4] Hu et al. 2020. Heterogeneous graph transformer. WWW.

[5] Bordes et al. 2013. Translating embeddings for modeling multi-relational data. NeurIPS. 

[6] Lin et al. 2015. Learning entity and relation embeddings for knowledge graph completion. AAAI. 

[7] Zhang et al. 2021. Relation prediction via graph neural network in heterogeneous information networks with missing type information. CIKM.

[8] Neelakantan et al. 2015. Inferring missing entity type instances for knowledge base completion: New dataset and methods. NAACL. 4
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Problem formulation

Latent Heterogenenous Graph (LHG): 𝑉, 𝐸, 𝐴, 𝑅,𝝍,𝝓

• 𝑉, 𝐸: set of nodes, edges

• 𝐴, 𝑅: set of node types, and edge types, respectively

• 𝝍:𝑉 → 𝐴, 𝝓: 𝐸 → 𝑅: type mapping functions 

• 𝐴, 𝑅, 𝝍, 𝝓: inaccessible/unknown, yet still exist

Link Prediction on LHG: Given a query node, we rank other nodes by 

their probability of forming a link with the query. 
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Challenges

1. How to capture the latent semantics on 

and between nodes without any type 

information? 

2. As contextual nodes of a target node often 

carry latent heterogeneous semantics, 

how to differentiate them for finer-

grained context aggregation?
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LHGNN: Orverall Framework
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Semantic Embedding

• Node-level Semantic Embedding

Extracts abstract semantic information from primary 

node embedding

• Path-level Semantic Embedding

Captures latent heterogeneous semantics from 

different context nodes for target node
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Latent Heterogeneous Context Aggregation 

• Context Personalization 

Modulates latent heterogeneous semantics from 

different context nodes 
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Experimental setup
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Datasets Baselines
• GNN: 

GCN [1], GAT [2], SAGE [3]

• Translation:

TransE [4], TransR [5]

• HGNN: 

HAN [6], HGT [7], HGN [8]

[1] Kipf, T. N., et al. 2017. Semi-supervised classification with graph convolutional networks. ICLR.

[2] Veličković, P., et al. 2018. Graph attention networks. ICLR.

[3] Hamilton W L., et al. 2017. Inductive representation learning on large graphs. NeurIPS.

[4] Bordes et al. 2013. Translating embeddings for modeling multi-relational data. NeurIPS.

[5] Lin et al. 2015. Learning entity and relation embeddings for knowledge graph completion. AAAI. 

[6] Wang, et al. 2019. Heterogeneous graph attention network. WWW.

[7] Hu et al. 2020. Heterogeneous graph transformer. WWW.

[8] Lv et al. 2021. Are we really making much progress? revisiting, benchmarking and refining heterogeneous graph neural networks. KDD. 

Metrics
• MAP, NDCG
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Link Prediction 
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Node Type Classification 
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Conclusions

• Problem
– Link prediction on Latent Heterogeneous Graph

• Proposed model: LHGNN
– Address the absence of type information 

– Propose the novel idea of semantic embedding at both node and path levels to 

capture latent semantics

– Personalize the aggregation of latent heterogeneous contexts for target nodes 

in a fine-grained manner 

• Experiments
20
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