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Causal effect of recommendation
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Causal effect:

• Traditional RS: award item with higher interaction probability

• Causal RS:  award items with higher causal effect.

• Existing causal RS assume that exposure data# or propensity scores$ are 

observable. In most public RS datasets, they are not.

• Other propensity score estimation methods:

o Require exposure data to train propensity estimator, or

o Lack prior knowledge (e.g., popularity), less robust estimation.

# Whether an item has been recommended to a user or not
$ The probability of recommending/exposing an item to a user

Observed variables

• Interactions: 𝑌𝑢,𝑖 ∈ {0,1}

• Popularity of item 𝑖: 𝑝𝑜𝑝𝑖 

Unobserved variables

• Exposure: 𝑍𝑢,𝑖

• Propensity: 𝑝𝑢,𝑖 = 𝑃(𝑍𝑢,𝑖 = 1)

• Interaction (not exposed): 𝑌𝑢,𝑖
0

• Interaction (exposed): 𝑌𝑢,𝑖
1

Causal effect estimation [2]

Core Assumption

Consider a user 𝑢 and a pair of items (𝑖, 𝑗). Suppose the popularity of item 𝑖 is greater 

than that of 𝑗, and their interaction probabilities with user 𝑢 are similar. Then it follows 

that item 𝑖 is more likely to be exposed to user 𝑢 than item 𝑗 is.∎

Integrating the assumption into propensity score modelling

Motivation

If an item already has a high probability of 

being interacted by a user without being 

recommended, is there really a need to 

recommend the item to this user?

Interaction model

Overall loss for propensity learning

Estimating propensity and exposure

Ƹ𝑝𝑢,𝑖 = 𝑓𝑝 𝐱𝑢,𝑖 ,  መ𝑍𝑢,𝑖 = Norm Ƹ𝑝𝑢,𝑖 > ϵ

Causality-based recommendation [2]

Experiment & Conclusion

* PropCare requires no propensity or exposure data in training/reference. They are used only for evaluation. 

PropCare: Drops only 6.6% from ground-truth; 

   Outperforms other baselines w.r.t. causal recommendation.

Conclusion

• PropCare enables more generalizability 

of causal RS without accessing 

ground-truth exposure & propensity.

• Core assumption that integrates prior 

knowledge can improve causal RS.

Causal effect
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