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Motivation: LLM for Graph
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LLM for heterophilic graphs is largely unexplored. 

J. Liu, et al. “Graph Foundation Models: Concepts, Opportunities and Challenges.” TPAMI’25



• High-order Neighbor Mixing: Mix latent information from neighbors at various distances

• Potential Neighbor Discovery: Identify suitable potential neighbors

Existing Methods: Non-local neighbor extension 

3X. Zheng, et al. “Graph Neural Networks for Graphs with Heterophily: A Survey.” ArXiv’24



• Identifiable Message Aggregation: Learn adaptive edge-aware weights for homophilic 
and heterophilic edges

 

Existing Methods: Architectural Refinement
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• Inter-Layer Combination: Shallow layers: local. Deeper layers: global.

X. Zheng, et al. “Graph Neural Networks for Graphs with Heterophily: A Survey.” ArXiv’24



• Limitation of Current works:

• Heterophily-specific GNNs: Overlook the rich textual content associate with 

the nodes (bag-of-words, shallow embedding)

• LLM for graphs: No current works for heterophilic graph

Motivation
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Can LLMs be effectively adapted to characterize heterophilic contexts?

Can LLMs effectively guide the fine-grained integration of heterophilic 

contexts into graph models?

• Research Questions:



Proposed Method: LLM for Heterophilic Graphs (LLM4HeG)
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(b) Stage 1: LLM-enhanced Edge Discriminator 

(c) Stage 2: LLM-guided Edge Reweighting

Template example:
Background: I have a dataset containing web page information collected from computer science department

websites of various universities. These web pages have been manually categorized into five categories,

including student, staff, faculty, course, and project.

Task: I will provide you with the content of two web pages, and I want you to determine if they belong to

the same category among student, staff, course, faculty, and project.
Input: The first web page: <text> The second web page: <text>

Answer template: Yes or No

Please think step by step.
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(d) LLM-to-SLM Distillation

Labeling

with the same 
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Figure 1: Overall framework of theproposed method LLM4HeG.

et al., 2023; Chen et al., 2024). The former works

focuson aligning graph datawith natural language

via graph-to-token and graph-to-text approaches

(Liu et al., 2023). The graph-to-token approach

involves tokenizing graph data to align it with nat-

ural language, enabling joint understanding with

data from other modalities (Zhao et al., 2023a; Ye

et al., 2024). Graph-to-text focuseson describing

graph information using natural language (Liu and

Wu, 2023; Wang et al., 2024a; Guo et al., 2023).

The latter harnesses the strengths of both language

understanding from LLMsand structural analysis

fromGNNsby using GNN-centric methods utiliz-

ing LLMs to extract node features from raw data

andmakepredictions using GNNs (Heet al., 2024;

Xieet al., 2023) or LLM-centric methodsutilizing

GNNs to enhance theperformance of LLM (Tang

et al., 2024; Zhang et al., 2024).

Existing heterophilic graph learning approaches

generally fall into two main strategies: non-local

neighbor extension and architectural refinement

(Zheng et al., 2022; Gong et al., 2024). Non-local

neighbor extension approaches aim to extend the

neighbors to include non-local nodes in thegraph

that may share similar labels or features. These

methods often involve high-order neighbor mix-

ing (Abu-El-Haija et al., 2019; Song et al., 2023;

Yu et al., 2024b) or discovering potential neigh-

borsbased on variousdistancemeasurements, such

as feature-based distance (Jin et al., 2021; Bodnar

et al., 2022), structure-based distance (Pei et al.,

2020), or hybrid approaches (Wang and Zhang,

2022; Wang et al., 2022; Li et al., 2022; Zou et al.,

2023; Bi et al., 2024). Architectural refinement ap-

proachesenhancetheGNN architectureby employ-

ing identifiablemessage aggregation to discrimi-

nateand amplify messages from similar neighbors

whileminimizing the influence of dissimilar ones

(Bo et al., 2021; Zhu et al., 2021; Du et al., 2022;

Liang et al., 2024), or by leveraging inter-layer

combinations to capture information from different

neighbor ranges(Xu et al., 2018; Chien et al., 2021;

Zhu et al., 2020), thereby improving themodel’s

representation power in heterophilic graphs.

The key distinctions of our method lie in two

aspects. First, we explore LLMs to enhance text-

attributed heterophilic graphs’ modeling specifi-

cally. While prior works leverage LLMs for text-

attributed graphs, including edge reweighting (Sun

et al., 2023; Ling et al., 2024), they do not explic-

itly target heterophilic graphs. Additionally, exist-

ing heterophilic graph methods often overlook rich

textual nodeattributes, which provideessential se-

mantic contexts. Second, our two-stage framework

employsan LLM-enhanced edgediscriminator to

predict edge types, followed by adaptivemessage

propagation in GNNsusing acomprehensive suite

of information, including node semantics, struc-

tural contexts, and LLM-inferred edge characteris-

tics. WhileGBK-GNN (Du et al., 2022) follows

asimilar two-stageapproach, it doesnot leverage

thepower of LLMs.



LLM4HeG: LLM-enhanced Edge Discriminator
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• Construct the ground truth labels from the training set. 

• Design a language template to describe the task of heterophilic edge 
discrimination.

• Parameter-efficient fine-tuning LLM: LoRA 

(b) Stage 1: LLM-enhanced Edge Discriminator 

(c) Stage 2: LLM-guided Edge Reweighting

Template example:
Background: I have a dataset containing web page information collected from computer science department

websites of various universities. These web pages have been manually categorized into five categories,

including student, staff, faculty, course, and project.

Task: I will provide you with the content of two web pages, and I want you to determine if they belong to

the same category among student, staff, course, faculty, and project.
Input: The first web page: <text> The second web page: <text>

Answer template: Yes or No

Please think step by step.
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Figure 1: Overall framework of theproposed method LLM4HeG.

et al., 2023; Chen et al., 2024). The former works

focuson aligning graph datawith natural language

via graph-to-token and graph-to-text approaches

(Liu et al., 2023). The graph-to-token approach

involves tokenizing graph data to align it with nat-

ural language, enabling joint understanding with

data from other modalities (Zhao et al., 2023a; Ye

et al., 2024). Graph-to-text focuseson describing

graph information using natural language (Liu and

Wu, 2023; Wang et al., 2024a; Guo et al., 2023).

The latter harnesses the strengths of both language

understanding from LLMsand structural analysis

fromGNNsby using GNN-centric methods utiliz-

ing LLMs to extract node features from raw data

andmakepredictions using GNNs (Heet al., 2024;

Xieet al., 2023) or LLM-centric methodsutilizing

GNNs to enhance theperformance of LLM (Tang

et al., 2024; Zhang et al., 2024).

Existing heterophilic graph learning approaches

generally fall into two main strategies: non-local

neighbor extension and architectural refinement

(Zheng et al., 2022; Gong et al., 2024). Non-local

neighbor extension approaches aim to extend the

neighbors to include non-local nodes in thegraph

that may share similar labels or features. These

methods often involve high-order neighbor mix-

ing (Abu-El-Haija et al., 2019; Song et al., 2023;

Yu et al., 2024b) or discovering potential neigh-

borsbased on variousdistancemeasurements, such

as feature-based distance (Jin et al., 2021; Bodnar

et al., 2022), structure-based distance (Pei et al.,

2020), or hybrid approaches (Wang and Zhang,

2022; Wang et al., 2022; Li et al., 2022; Zou et al.,

2023; Bi et al., 2024). Architectural refinement ap-

proachesenhancetheGNN architectureby employ-

ing identifiablemessage aggregation to discrimi-

nateand amplify messages from similar neighbors

whileminimizing the influence of dissimilar ones

(Bo et al., 2021; Zhu et al., 2021; Du et al., 2022;

Liang et al., 2024), or by leveraging inter-layer

combinations to capture information from different

neighbor ranges(Xu et al., 2018; Chien et al., 2021;

Zhu et al., 2020), thereby improving themodel’s

representation power in heterophilic graphs.

The key distinctions of our method lie in two

aspects. First, we explore LLMs to enhance text-

attributed heterophilic graphs’ modeling specifi-

cally. While prior works leverage LLMs for text-

attributed graphs, including edge reweighting (Sun

et al., 2023; Ling et al., 2024), they do not explic-

itly target heterophilic graphs. Additionally, exist-

ing heterophilic graph methods often overlook rich

textual nodeattributes, which provideessential se-

mantic contexts. Second, our two-stage framework

employsan LLM-enhanced edgediscriminator to

predict edge types, followed by adaptivemessage

propagation in GNNsusing acomprehensive suite

of information, including node semantics, struc-

tural contexts, and LLM-inferred edge characteris-

tics. WhileGBK-GNN (Du et al., 2022) follows

asimilar two-stageapproach, it doesnot leverage

thepower of LLMs.



LLM4HeG: LLM-guided Edge Reweighting
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Edge weight from LLM: Reweighting: GNN prediction:  

Learnable parameter for homophilic 

edges and heterophilic edges  

Various GNN models for heterophilic graph

FAGCN: 

(b) Stage 1: LLM-enhanced Edge Discriminator 

(c) Stage 2: LLM-guided Edge Reweighting

Template example:
Background: I have a dataset containing web page information collected from computer science department

websites of various universities. These web pages have been manually categorized into five categories,

including student, staff, faculty, course, and project.

Task: I will provide you with the content of two web pages, and I want you to determine if they belong to

the same category among student, staff, course, faculty, and project.
Input: The first web page: <text> The second web page: <text>

Answer template: Yes or No

Please think step by step.
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et al., 2023; Chen et al., 2024). The former works

focuson aligning graph datawith natural language

via graph-to-token and graph-to-text approaches

(Liu et al., 2023). The graph-to-token approach

involves tokenizing graph data to align it with nat-

ural language, enabling joint understanding with

data from other modalities (Zhao et al., 2023a; Ye

et al., 2024). Graph-to-text focuseson describing

graph information using natural language (Liu and

Wu, 2023; Wang et al., 2024a; Guo et al., 2023).

The latter harnesses the strengths of both language

understanding from LLMsand structural analysis

fromGNNsby using GNN-centric methods utiliz-

ing LLMs to extract node features from raw data

andmakepredictions using GNNs (Heet al., 2024;

Xieet al., 2023) or LLM-centric methodsutilizing

GNNs to enhance theperformance of LLM (Tang

et al., 2024; Zhang et al., 2024).

Existing heterophilic graph learning approaches

generally fall into two main strategies: non-local

neighbor extension and architectural refinement

(Zheng et al., 2022; Gong et al., 2024). Non-local

neighbor extension approaches aim to extend the

neighbors to include non-local nodes in thegraph

that may share similar labels or features. These

methods often involve high-order neighbor mix-

ing (Abu-El-Haija et al., 2019; Song et al., 2023;

Yu et al., 2024b) or discovering potential neigh-

borsbased on variousdistancemeasurements, such

as feature-based distance (Jin et al., 2021; Bodnar

et al., 2022), structure-based distance (Pei et al.,

2020), or hybrid approaches (Wang and Zhang,

2022; Wang et al., 2022; Li et al., 2022; Zou et al.,

2023; Bi et al., 2024). Architectural refinement ap-

proachesenhancetheGNN architectureby employ-

ing identifiablemessage aggregation to discrimi-

nateand amplify messages from similar neighbors

whileminimizing the influence of dissimilar ones

(Bo et al., 2021; Zhu et al., 2021; Du et al., 2022;

Liang et al., 2024), or by leveraging inter-layer

combinations to capture information from different

neighbor ranges(Xu et al., 2018; Chien et al., 2021;

Zhu et al., 2020), thereby improving themodel’s

representation power in heterophilic graphs.

The key distinctions of our method lie in two

aspects. First, we explore LLMs to enhance text-

attributed heterophilic graphs’ modeling specifi-

cally. While prior works leverage LLMs for text-

attributed graphs, including edge reweighting (Sun

et al., 2023; Ling et al., 2024), they do not explic-

itly target heterophilic graphs. Additionally, exist-

ing heterophilic graph methods often overlook rich

textual nodeattributes, which provideessential se-

mantic contexts. Second, our two-stage framework

employsan LLM-enhanced edgediscriminator to

predict edge types, followed by adaptivemessage

propagation in GNNsusing acomprehensive suite

of information, including node semantics, struc-

tural contexts, and LLM-inferred edge characteris-

tics. WhileGBK-GNN (Du et al., 2022) follows

asimilar two-stageapproach, it doesnot leverage

thepower of LLMs.



LLM4HeG: LLM-to-SLM Distillation
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• Teacher model : fine-tuned LLM in Stage 1

• Expanded label set:

• Pseudo-labels for additional node pairs + ground-truth labels

• Fine-tune small language model (SLM)

• Inference: SLM

(b) Stage 1: LLM-enhanced Edge Discriminator 

(c) Stage 2: LLM-guided Edge Reweighting

Template example:
Background: I have a dataset containing web page information collected from computer science department

websites of various universities. These web pages have been manually categorized into five categories,

including student, staff, faculty, course, and project.

Task: I will provide you with the content of two web pages, and I want you to determine if they belong to

the same category among student, staff, course, faculty, and project.
Input: The first web page: <text> The second web page: <text>

Answer template: Yes or No

Please think step by step.
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et al., 2023; Chen et al., 2024). The former works

focuson aligning graph datawith natural language

via graph-to-token and graph-to-text approaches

(Liu et al., 2023). The graph-to-token approach

involves tokenizing graph data to align it with nat-

ural language, enabling joint understanding with

data from other modalities (Zhao et al., 2023a; Ye

et al., 2024). Graph-to-text focuseson describing

graph information using natural language (Liu and

Wu, 2023; Wang et al., 2024a; Guo et al., 2023).

The latter harnesses the strengths of both language

understanding from LLMsand structural analysis

fromGNNsby using GNN-centric methods utiliz-

ing LLMs to extract node features from raw data

andmakepredictions using GNNs (Heet al., 2024;

Xieet al., 2023) or LLM-centric methodsutilizing

GNNs to enhance theperformance of LLM (Tang

et al., 2024; Zhang et al., 2024).

Existing heterophilic graph learning approaches

generally fall into two main strategies: non-local

neighbor extension and architectural refinement

(Zheng et al., 2022; Gong et al., 2024). Non-local

neighbor extension approaches aim to extend the

neighbors to include non-local nodes in thegraph

that may share similar labels or features. These

methods often involve high-order neighbor mix-

ing (Abu-El-Haija et al., 2019; Song et al., 2023;

Yu et al., 2024b) or discovering potential neigh-

borsbased on variousdistancemeasurements, such

as feature-based distance (Jin et al., 2021; Bodnar

et al., 2022), structure-based distance (Pei et al.,

2020), or hybrid approaches (Wang and Zhang,

2022; Wang et al., 2022; Li et al., 2022; Zou et al.,

2023; Bi et al., 2024). Architectural refinement ap-

proachesenhancetheGNN architectureby employ-

ing identifiablemessage aggregation to discrimi-

nateand amplify messages from similar neighbors

whileminimizing the influence of dissimilar ones

(Bo et al., 2021; Zhu et al., 2021; Du et al., 2022;

Liang et al., 2024), or by leveraging inter-layer

combinations to capture information from different

neighbor ranges(Xu et al., 2018; Chien et al., 2021;

Zhu et al., 2020), thereby improving themodel’s

representation power in heterophilic graphs.

The key distinctions of our method lie in two

aspects. First, we explore LLMs to enhance text-

attributed heterophilic graphs’ modeling specifi-

cally. While prior works leverage LLMs for text-

attributed graphs, including edge reweighting (Sun

et al., 2023; Ling et al., 2024), they do not explic-

itly target heterophilic graphs. Additionally, exist-

ing heterophilic graph methods often overlook rich

textual nodeattributes, which provideessential se-

mantic contexts. Second, our two-stage framework

employsan LLM-enhanced edgediscriminator to

predict edge types, followed by adaptivemessage

propagation in GNNsusing acomprehensive suite

of information, including node semantics, struc-

tural contexts, and LLM-inferred edge characteris-

tics. WhileGBK-GNN (Du et al., 2022) follows

asimilar two-stageapproach, it doesnot leverage

thepower of LLMs.



Experiments: Datasets
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We collect publicly available raw text directly from the original data providers. 

The level of homophily

1 : perfect homophily

0: total heterophily

 



Experiment: Accuracy
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• Heterophily-specific GNNs generally 

outperform classic GNNs

• Our methods consistently achieve the best 

performance

• Fine-tuned LLM > Fine-tuned SLMs

• Fine-tuned LLM ~= Distilled SLMs

Directly fine-tune

Distillation

We use the initial node features derived from the Vicuna 7B model for all methods.



Experiment: Analysis of edge discrimination by LLM/SLMs
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• Fine-tuned LLM > Fine-tuned SLMs

• Fine-tuned LLM ~= Distilled SLMs



Experiment: Efficiency study

13

➢ Training time:

➢ LLM: fine-tune time in Stage 1

➢ Distilled SLMs:  fine-tuning LLM + generating the pseudo-labels + fine-tuning the SLM

•  The inference time of SLMs are significantly lower than LLMs

•  The distilled SLMs can be more easily deployed



Experiment: Plug-and-play with various backbones
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• Our method can be integrated with various GNN backbones.

• Our method enhances the performance of various backbones.



Summary:

• We explored the potential of LLMs to enhance the performance of 

GNNs for node classification on heterophilic graphs. 

• We introduced a novel two-stage framework LLM4HeG, including 

an LLM-enhanced edge discriminator and an LLM-guided edge 

reweighting module.

• We implemented model distillation techniques to create smaller 

models that achieve much faster inference while maintaining 

competitive performance.
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Homepage: https://yuxiawu.github.io/

Thanks & QA

Our paper:
https://arxiv.org/pdf/2408.14134
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