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Introduction
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• Real-world graphs are rich with textual information.

• Graph + LLM has great potential
oRich semantic understanding from LLMs
oFew-shot and zero-shot transfer learning capabilities 
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Related Work
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GPT4Graph (Guo et al, 2024)

Guo, J., Du, L., Liu, H., Zhou, M., He, X., & Han, S. (2023). Gpt4graph: Can large language models understand graph structured data? an empirical evaluation and benchmarking. arXiv
preprint arXiv:2305.15066.

Graph verbalization



Related Work
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GraphGPT (Tang et al, 2024)

heavy alignment



Motivation: Semantic-Structural Gap
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Graph Verbalization

Structural information loss

Projector-based Alignment

High computational cost

Transfer learning

Poor generalization

Continuous vs. Discrete
Graph embeddings LLM tokens



Tokenization of Graph

7

Title: Attention
Abstract: 

Transformer...

Title: BERT
Abstract: 

Bidirectional...

Title: ImageNet
Abstract: Large 

scale...

Title: GNN 
Survey

Abstract: Graph 
neural...

attention, ML, AI, … LLM

Tokens contain both 
semantic and 
structural information



Tokenization of Graph
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VQ-VAE (van den Oord et al., 2017)

• Technical Challenges for Graphs
o No Natural Tokenization Structure
o Hard Assignment Problems
o Structure-Semantics Dilemma

• VQ-VAE 
o Learn discrete codebook of semantic info
o Map continuous features to discrete tokens
o Enable generation and compression

Van Den Oord, A., & Vinyals, O. (2017). Neural discrete representation learning. Advances in neural information processing systems, 30.



Proposed Method

9Soft Tokenization of Text-attributed Graphs



Self-supervised Pre-training
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GNN Encoder
(Text Features)

Semantic-
Structural Fusion

Soft Assignment + 
KL Loss
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Flexible Inference
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• With LLMs
o Extract top-k tokens from code 

distribution
o Few-shot: Include support examples 

in prompt
o Zero-shot: Direct LLM classification

• Without LLMs
o Linear probing on frozen embeddings
o Direct comparison with traditional 

methods

• Graph Prompt Tuning
o Lightweight adaptation for domain 

transfer

AI
algorithm
complexity
computation
theory



Inference with LLM
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Optional, remove for zero-shot inference



Experiments
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• Few-shot node classification
• Zero-shot node classification
• Ablation Studies
• Task Generalization

o Link prediction
oEdge classification
oSubgraph classification



Few-shot Node Classification
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Zero-shot Node Classification
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True zero-shot with no labeled data from source domain



Pretrain Once, Apply All (Few-shot setting)

16

• Larger models perform better
• Newer architectures show 

advantages
• Prompt tuning provides 

consistent gains



Ablation Studies
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• All components contribute to performance
• Feature fusion is most critical



Task Generalization
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Zero-shot Link Prediction

N-way 5-shot Edge Classification

5-way 5-shot Subgraph Classification



Conclusion
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• Soft Tokenization for TAGs
oConducts vector quantization on TAGs

• LLM-Agnostic Framework
o seamlessly integrates with any LLM architecture, or without LLM

• Superior Performance and Efficiency
ooutperforms existing methods across diverse domains

• Few-shot and Zero-shot Transfer Learning
oachieves true zero-shot capability without source domain labels
oadvancing towards Graph Foundation Models



Our TPAMI Position Paper on Graph Foundation Models (GFMs)

Jiawei Liu, Cheng Yang, Zhiyuan Lu, Junze Chen, Yibo Li, Mengmei Zhang, Ting Bai, Yuan Fang, Lichao Sun, Philip S. Yu, 

and Chuan Shi. Graph Foundation Models: Concepts, Opportunities and Challenges.  TPAMI 2025
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