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Real-world graphs are typically non-homophilic:

- They are neither strictly or uniformly homophilic;

- Mix both homophilic and heterophilic patterns. 



- C1: How do we pre-train a graph model irrespective of the graph’s homophily 

characteristics?

- C2: How do we capture the fine-grained, node-specific non-homophilic characteristics?





Contrastive pre-training method loss function Definition of homophily task 



Theorems

Insights For non-homophilic graphs, especially those with low homophily 

ratio, non-homophily tasks are a better choice compared to 

homophily tasks when optimizing the training loss.





Prompt generation Prompt tuning











- We explored pre-training and prompt learning on non-
homophilic graphs. 

- We revisited graph pre-training on non-homophilic graphs, 
providing theoretical insights into the choice of pre-training tasks. 

- For downstream adaptation, we proposed a condition-net to 
generate a series of prompts conditioned on node-specific non-
homophilic patterns. 

- We conducted extensive experiments showing that ProNoG 
significantly outperforms diverse state-of-the-art baselines.



• ProNoG paper & github repo:

GCoT: Chain-of-Thought Prompt Learning for Graphs

Xingtong Yu, Jie Zhang, Yuan Fang, Renhe Jiang

https://github.com/Jaygagaga/ProNoGhttps://arxiv.org/abs/2408.12594

Thank you! Questions?
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