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➢ Encoder

❖ Experiments

➢ Performance of Node Classification

❖ Proposed Framework: GraphPAE

❖ Motivation

➢ Background

Masked Graph Autoencoders (GAEs) follow a corruption-reconstruction framework, 

which learns graph representations by recovering the missing information of the 

incomplete input graphs.

Comparison of the frequency magnitudes between 

original and corrupted graphs.

Incorporating eigenvector, i.e., position, corruption-reconstruction into masked GAEs.

❖ Inspired by Spectral Theory

➢ A Spectral Perspective on the Corruption Strategy

Eigenvectors of the graph Laplacian represent different frequencies, acting as frequency

bases in the spectral domain.

➢ Eigenvectors as Positional Encoding

Eigenvectors are utilized as enhanced features (positional encodings) to boost 

expressivity of MPNN.

➢ GraphPAE uses a dual-path architecture to separately reconstruct node features 

and positions, overcoming the expressivity and ambiguity challenges.

• Feature Path: Integrates positional encodings to enhance message-passing 

expressivity for improved feature reconstruction.

• Position Path: Leverages node representations to refine positional encodings, 

enabling the model to learn diverse frequency information.

• Reconstruction Strategy: Reconstructs relative node distances as a surrogate 

objective to avoid the ambiguity of eigenvectors.

Node Masking: 𝐔⊤𝐗 vs 𝐔⊤𝐗′ Edge Masking: 𝐔⊤𝐗 vs 𝐔′⊤𝐗

Eigenvector offsetting: 𝐔⊤𝐗 vs ෩𝐔⊤𝐗

Comparison between different masked  graph 

autoencoders.

➢ Our Goal

To equip GAEs with the ability to exploit the diverse frequency information.

𝒖𝟎 𝒖𝟓𝟎𝒖𝟏

➢ Decoder

➢ Limitations of existing methods

Existing masked GAEs tend to focus on reconstructing low-frequency information of 

graphs while overlooking high-frequency information. 

➢ Performance of Graph Prediction

➢ Performance of Transfer Learning on QM9

➢ Ablation Studies
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