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Chain-of-Thought Prompting

• Existing text-free graph learning methods 

produce a “final answer” in a single 

inference step.

• Would introducing additional inference 

steps in a CoT style enhance the ability 

of pre-trained graph models to refine their 

predictions?



Chain-of-Thought Prompting

• CoT prompt in NLP could be handcrafted.

• ⟨input, chain of thought, output⟩. 

• CoT prompt in NLP serves as an example 

to guide the model in generating 

intermediate thoughts that lead to the final 

answer.



Chain-of-Thought Prompting

• What should be the inference steps and 

thoughts for a graph task?

• How can we leverage a “thought” to learn 

prompts and guide the next-step 

inference?
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Prompt-based inference
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Thought construction
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Thought-conditioned 

prompt learning
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Conclusions

• We hypothesized that multi-step inference could be useful to 
graph prompt learning

• We proposed GCoT, a CoT-style prompt learning framework 
that mimics CoT in NLP. 

• Experiments showed promising results compared to traditional 
single-step prompt methods on graphs.
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• GCoT paper & github repo:

GCoT: Chain-of-Thought Prompt Learning for Graphs

Xingtong Yu, Chang Zhou, Zhongwei Kuai, Xinming 
Zhang, Yuan Fang

https://github.com/Eric-Kuai/GCoT/tree/pythonhttps:// arxiv.org/pdf/2502.08092

Thank you! Questions?

https://github.com/Eric-Kuai/GCoT/tree/python
https://github.com/Eric-Kuai/GCoT/tree/python
https://github.com/Eric-Kuai/GCoT/tree/python
https://arxiv.org/abs/2402.01440v4
https://arxiv.org/pdf/2502.08092
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