
Background Method：GCoT

•What should be the inference steps and thoughts for a 
graph task?

• Leveraging "thoughts" to generate prompts for subsequent 
inference is non-trivial.

Challenges

• In NLP, Chain-of-Thought prompting improves 
reasoning by step-by-step inference.

• Existing text-free graph learning methods produce a 
“final answer” in a single inference step.

• Would introducing additional inference steps in a CoT 
style enhance the ability of pre-trained graph models 
to refine their predictions?

Results & Experiments

• GCoT: Prompt-based inference + Thought construction + Thought-conditioned prompt 
learning

• Prompt-based inference : Feed the graph and prompt into a frozen pre-trained graph 
encoder to obtain multi-layer node embeddings.

• Thought construction : Fuse hidden representations from all layers of the encoder to form a  
“thought” vector that captures hierarchical topological information.

• Thought-conditioned prompt learning: Use a condition-net to generate node-specific 
prompts based on the current thought, guiding the next inference step.

• GCoT consistently outperforms all baselines across both node and graph classification      
tasks, in 1-shot settings.

• GCoT outperforms all variants, 
confirming the benefit of step-by-
step inference and multi-layer 
thought fusion.

• GCoT consistently outperforms 
baselines, especially in low-shot 
settings (𝑚 ≤ 5).

• As 𝑚 increases, performance 
improves for all methods, but GCoT 
still achieves the best or near best 
results.
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