
 Experiments
 RQ1. Can FineMolTex better generalize to unseen 

molecules?

 RQ3. Can FineMolTex perform better on single-modality 
tasks?Robustness Analysis

 Motivation

 Traditional multimodal molecular learning frameworks fail 
to capture fine-grained knowledge of the sub-molecule level.  RQ2. Can FineMolTex bridge the gap to tasks centered on 

motiflevel knowledge? 

 RQ4. Has FineMolTex learned fine-grained knowledge?

 We reveal that fine-grained motif-level knowledge is 
crucial for molecular representation learning.

 We propose FineMolTex to jointly learn both coarse- 
and fine-grained knowledge through a contrastive 
alignment. task and a masked multimodal learning task, 
respectively.

 Extensive experimental results verify the effectiveness of 
FineMolTex.

 Contact: liyibo@u.nus.edu
 Github: https://github.com/liushiliushi/FineMolTex
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 FineMolTex

 Motif-level knowledge is necessary for the generalization to 
unseen molecules.

 Motif-level knowledge bridges the gap for downstream tasks 
that require fine-grained knowledge. 

 Contrastive Alignment:

 Masked Multimodal Modeling:  

 Importance Score:

 Conclusion


