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Abstract

Understanding molecular structure and related knowledge is crucial
for scientific research. Recent studies integrate molecular graphs
with their textual descriptions to enhance molecular representation
learning. However, they focus on the whole molecular graph and
neglect frequently occurring subgraphs, known as motifs, which
are essential for determining molecular properties. Without such
fine-grained knowledge, these models struggle to generalize to un-
seen molecules and tasks that require motif-level insights. To bridge
this gap, we propose FineMolTex, a novel Fine-grained Molecular
graph-Text pre-training framework to jointly learn coarse-grained
molecule-level knowledge and fine-grained motif-level knowledge.
Specifically, FineMolTex consists of two pre-training tasks: a con-
trastive alignment task for coarse-grained matching and a masked
multi-modal modeling task for fine-grained matching. In particular,
the latter predicts the labels of masked motifs and words, which
are selected based on their importance. By leveraging insights from
both modalities, FineMolTex is able to understand the fine-grained
matching between motifs and words. Finally, we conduct extensive
experiments across three downstream tasks, achieving up to 230%
improvement in the text-based molecule editing task. Additionally,
our case studies reveal that FineMolTex successfully captures fine-
grained knowledge, potentially offering valuable insights for drug
discovery and catalyst design.
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1 Introduction

Comprehending molecular structure and related knowledge is piv-
otal in scientific investigations spanning diverse fields, including
chemistry, drug discovery, and materials science [12]. Recent ad-
vancements in artificial intelligence have yielded promising out-
comes for molecule-based tasks such as retrosynthesis [54] and
drug discovery [12]. The majority of these studies [1, 8, 19, 27, 45]
concentrate solely on the molecular structure, such as SMILES
strings, molecular graphs, and geometric structures. They learn
molecular representations under supervised signals such as toxicity
level and drug activity. However, this supervised learning requires
extensive and costly labeling of pre-defined categories, limiting the
application of previous methods to unseen categories and tasks.

Fortunately, compared to task-specific labeled data, textual de-
scriptions of molecules are fairly abundant. These descriptions can
be found in chemical database annotations, research papers in chem-
istry and biology, and drug instruction sheets [29], providing gen-
eral information on molecular usage, efficacy, chemical properties,
and even detailed insights into specific functional groups and chem-
ical moieties [18]. Hence, several studies explore molecular struc-
tures along with their corresponding descriptions. MoleculeSTM
[29] and MoMu [42] align the whole molecular graphs with their
textual descriptions employing a contrastive learning approach, as
shown in Figure 1(a). MolCA [33] further utilizes a cross-modal
projector to map the graph embedding space to the input space of
the language model. In this way, these studies reduce the reliance
on task-specific labels.

However, these approaches primarily focus on the overall struc-
ture of the molecule level, failing to capture fine-grained knowledge
of the sub-molecule level, such as functional groups. A natural tool
to model sub-molecular structures is the motif [66], which refers
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Figure 1: Comparison of molecule- and motif-level learning, and illustration of downstream tasks.

to frequently recurring, significant subgraphs within molecular
graphs. Motifs often play a key role in determining the properties
of the whole molecular graph [66], and motif-level knowledge is
frequently depicted in textual descriptions. As shown in Figure 1(b),
a benzene ring indicating aromaticity property is reflected by the
mention of “aromatic”, and a carboxyl group is reflected by its name
“carboxyl” in the description, revealing a fine-grained matching be-
tween motifs and texts.

Modeling the fine-grained motif-level knowledge is crucial for
two reasons. First, motif-level knowledge is necessary for the gen-
eralization to unseen molecules, which are still largely composed
of various motifs that have been seen before. For example, consider
the zero-shot graph-text retrieval task shown in Figure 1(c), which
aims to find the molecule most relevant to the given text. Even if
the model has not been trained on the candidate molecules, it has
seen many of the motifs within the unseen molecules such as the
benzene and the ethyl group, corresponding to the words “benzene”
and “carboxylic”, respectively. Thus, the model can easily recognize
the relevant molecule. Second, it bridges the gap for downstream
tasks that require fine-grained knowledge. For example, in the mole-
cule editing task illustrated in Figure 1(c), the model aims to modify
part of the molecular structure based on textual instruction. This
requires the model to understand the names or properties of the
motifs like “chloride”.

Despite the significance of this fine-grained knowledge, it is
challenging to jointly learn both molecule- and motif-level knowl-
edge, and also non-trivial to capture fine-grained matching without
supervised signals. To overcome these issues, in this work, we
propose a novel Fine-grained Molecular graph-Text framework
(FineMolTex) to learn fine-grained motif-level knowledge, as well
as coarse-grained molecule-level knowledge. First, to jointly capture
both molecule- and motif-level knowledge, we use motif and word
tokens to capture fine-grained knowledge, as well as two global
tokens, one for the molecular graph and one for its corresponding
text, to capture coarse-grained knowledge. To align this knowledge,
we introduce two pre-training tasks: contrastive alignment based
on global tokens and masked multi-modal learning based on motif
or word tokens. Second, to capture fine-grained matching without
supervised signals, as illustrated in Figure 1(b), we propose impor-
tance scores to identify important motifs and word tokens that
contain crucial fine-grained knowledge, and then selectively mask
these tokens based on their importance. Finally, we incorporate

a cross-attention transformer layer to integrate the embeddings
of motifs and words. By predicting the labels of masked motifs
and words based on information from each other, the learning of
fine-grained alignment knowledge is enhanced. In summary, we
outline our contributions as follows.

o We reveal that learning fine-grained motif-level knowledge pro-
vides key insight for bridging molecular graphs and text descrip-
tions, further empowering the ability to generalize to unseen
molecules and tasks.
We introduce a novel framework named FineMolTex, consisting
of two self-supervised pre-training tasks, to simultaneously learn
coarse- and fine-grained knowledge. In particular, the masked
multimodal learning task enhances the prediction for important
masked tokens leveraging information from the other modality,
promoting the learning of fine-grained alignment information.
e Experimental results across three downstream tasks underscore
the effectiveness of FineMolTex, with a notable improvement
of up to 238% in the text-based molecule editing task. Further-
more, case studies demonstrate that FineMolTex effectively aligns
motifs and words, further facilitating applications such as drug
discovery and catalyst design.

2 Related Work

We provide a brief review on molecular multi-modal learning. Prior
works predominantly concentrate on modeling the chemical struc-
tures such as 1D SMILES [19], 2D molecular graphs [8, 27, 66],
and 3D geometric structures [1, 45, 48]. They utilize supervised
signals on a predetermined set, and thus cannot generalize to un-
seen categories without labeled examples. Recently, KV-PLM [64]
bridges this gap by linking SMILES with biomedical texts through
a unified language modeling framework. Nonetheless, 1D SMILES
may omit certain structural details and fail to identify structural
similarities among molecules due to its non-uniqueness. To address
these limitations, MoleculeSTM [29] and MoMu [42] employ a con-
trastive learning approach to align the molecular graph with its
corresponding text, thus performing well on unseen molecules and
texts. However, these models are less effective on molecule-to-text
generation tasks because language models are not yet well-versed
in interpreting graphs as generative conditions. Therefore, MolCA
[33] introduces a cross-modal projector to align the embedding
space of the molecular graph with the language model’s input
space, enabling the comprehension of 2D graphs as generative
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conditions. This approach has also been extended to 3D graph
structures, where 3D-MoLM [25] uses a cross-modal projector to
synchronize the embedding space of the 3D geometric structure
with that of the language model. Beyond molecular graphs and
textual descriptions, MV-Mol [34] further incorporates knowledge
graphs, expanding the multi-modal framework to include additional
sources. Additionally, various efforts have been devoted to tackling
specific molecular tasks based on textual data, including zero-shot
instruction molecular learning [67], molecular reaction prediction
[41], and molecular relational modeling [10].

More related works on graph-based molecular learning, as well
as more general multi-modal learning, can be found in Appendix A.

3 The Proposed Approach

We propose FineMolTex, a novel fine-grained molecular graph-text
framework, learning both molecule- and motif-level knowledge.
The model architecture is outlined in Figure 2. This section first in-
troduces the key components in the architecture and then describes
the two pre-training tasks.

3.1 Key Components of FineMolTex

To capture coarse- and fine-grained knowledge, we propose FineMol-
Tex, consisting of five key components: 1) the tokenization compo-
nent to decompose molecular graphs and texts into motif and word

tokens; 2) a graph encoder to capture the structure of molecules

and motifs; 3) a text encoder to extract the knowledge from texts

and words, 4) a cross-attention layer to integrate information from

different modalities; 5) a Transformer layer to generate embed-
dings for each token based on its contextual tokens from the same

modality.

Tokenization. As shown in Figure 2, for fine-grained modeling,
we fragment the molecular graphs and texts into motif tokens and
word tokens. We employ the BRICS [7] algorithm to transform
the molecular graph into a motif tree, and then generate a motif
sequence following a breadth-first search order. Then we utilize the
post-processing procedure [66] to consolidate the motif vocabulary.
We break the textual description into word tokens using the word
tokenizer of SciBERT [3]. For coarse-grained modeling, the global
tokens of molecule and text, <MOL> and <CLS>, are inserted at the
beginning of the motif and word sequences, respectively, resulting
in the sequences mg, m1,...,my and to, 1, ..., tp, where J and D
are the lengths of the sequences.

Graph Encoder. Let G = (V, &, X) represent a molecular graph
with N atoms, where V = {v1,02,...,0N} is the set of atoms,
E C V XV denotes the bonds, and X = [x1,X2,...,XN] € RIV*¢
is the atom feature matrix. Here, x; is the feature vector of atom
v;, and { is the dimension of atom features. We utilize GraphMVP
[28], a pre-trained Graph Isomorphism Network (GIN), to encode
each motif token. GraphMVP employs multi-view pre-training to
connect 2D topologies and 3D geometries, leveraging the GEOM
dataset [2], which contains 250K molecular conformations. Denot-
ing the GraphMVP encoder as fgraphmvp, we encode each atom o
into an embedding as follows:

gv = fGraphmvp (Xv. Xu), u € N (v), (1)
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where N (v) denotes the set of neighboring atoms of v. Then we
pool the atom embeddings into a motif-level embedding, gg, as
follows:

gg =READOUT({gylv € G}), VY Ge{mima....,ms}, (2)

where READOUTY(:) is permutation invariant, implemented as the
average function in our model.

To preserve the intrinsic connectivity of the motifs in the original
molecule, we generate position embeddings based on the breadth-
first search order and incorporate them into the motif embeddings
8mo> 8my» - - -» Bmy, resulting in updated embeddings gp,,. 8m,» - - -» Biny -
Text Encoder. We use SciBERT [3], which has been pre-trained on
texts from the chemical and biological domains, as our text encoder,
denoted as fhert- It can encode a text sequence as:

bty, bty, . ... bty = fhert (fo, t1,...,tp). (3)
Subsequently, we add the position embeddings to the token
embeddings following previous work [3], yielding b; . b;l, e b,;D.

Transformer Layer. To capture the contextual information for
each token, we use “encoder-style” Transformer layers [46], which
consist of a multi-head self-attention layer and a fully connected
feed-forward network. This enables the tokens to gather informa-
tion from other tokens in the same modality. We utilize firm, and
firm,, for the text and molecule modality, respectively, as follows.

2ty = firmg (b, bl D), @)
iy = femys (8ing: By - -+ Biny)- 5)

Cross-attention Layer. We integrate information from different

Zty, Ztys - -

Zmgys Zmys - -

modalities via cross-attention layers fers,, and fors; for molecular
graph and text, respectively. Consider the cross-attention layer
fersy, for molecular graph: the queries are from the same modality,
Om=2Znm W,g , while the keys and values are from the text modality,
K; = ZtWtK and V; = ZtWtV. Here W,g, WtK, W[V are learnable
weights, Zy, = [Zmg, Zm,, - ..,zmj], and Z; = [z, Zt,, - - -, Zty |- Sub-
sequently, the output of scaled dot-product attention is computed
as:

. (QmKZ)
Attention(Qm, K¢, V) = softmax - Vi, (6)
k

where dy. is the dimension of queries and keys. The cross-attention
layer for text is designed similarly. Hence, the encoding of each
token accounts for tokens from the other modality, enabling the
learning of fine-grained alignment at the motif level. The outputs
of the cross-attention layer are:

hey. b, . ..
By hny. -

Jhig = forsy (Zegs 2ty5 -5 Ztp ) (7)

~,hmj =fcrsM (Zmo,zm1,~--,zmj)~ (8)

3.2 Pre-training Tasks

We propose two pre-training tasks, the contrastive alignment task
for coarse-grained alignment, and the masked multi-modal model-
ing task for fine-grained alignment.

Contrastive Alignment. For coarse-grained alignment at the mol-
ecule level, we align the graph-text pairs from the same molecules
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Figure 2: Architecture of FineMolTex. The input is a graph-text pair with both a molecular structure and a corresponding
description. The components in the same color share the same weights.

and contrast the pairs from different molecules, which can be
achieved by optimizing the following loss:

exp(cos(zm,, Zt,)/7)

1
EEmOJO IOg

Leon =—

exp(cos(zty, Zm,)/T)
exp(cos(2ty, Zm, ) /7) + 2m; exp(cos(zty, Zm; ) /7)

log
©)

where zp,, Zm) > Ztg and zy denote the output embeddings from the
Transformer layer, ¢ and m are the negative instances sampled
from the same batch of graph-text pairs, and cos(-, -) /7 is the cosine
similarity scaled by the temperature hyperparameter 7. In this way,
we capture the molecule-level knowledge, aligning the embedding
space of molecular graphs and texts holistically.

Masked Multi-modal Modeling. For fine-grained alignment at
the motif level, we selectively mask the important tokens and pre-
dict their labels. The token embeddings of the motifs and words
are updated using fim,, and #ym; transformer layers, respectively.
Subsequently, information from the two modalities is integrated
via our cross-attention layer. This entire process is iterated for ¢
times.

Based on the output embeddings of fine-grained tokens from
the cross-attention layer hy,, ..., hyy and hyy, by, ..., hmJ, we uti-
lize two classifiers p,, and p; to predict the labels of the masked
motifs and words: §m; = pm (hm;), i, = pt (htj), where §p,, is the
predicted label of motif m;, and g, is the predicted label of word
tj. Given the ground truth labels yp,, and y,, the model is trained

exp(cos(zmy, 2t,) /7) + g exp(cos(zmy, 2 ) /7)

by reconstructing the masked tokens as:

Lpre = B ) CEm;.ym) +@ ), CErynyr).  (10)
i J

where «a, ff are hyperparameters, and CE(:, -) is the cross-entropy
loss. The key to achieving fine-grained alignment lies in the cross-
attention layer, which enables the model to predict the labels of
masked tokens based on tokens from the other modality. For in-
stance, as illustrated in Figure 2, predicting the label of SO; solely
based on the unmasked motif tokens is challenging. However, by
leveraging the embeddings of word tokens, particularly “propane-
sulfonic” which includes the SOJ group, we can gain relevant infor-
mation about the masked token. Consequently, the model implicitly
learns fine-grained alignment knowledge, thereby augmenting its
motif-level knowledge.

Overall Loss. FinMolTex is optimized by the overall loss L = Leon +
Lpre- Thus, FineMolTex is able to jointly learn the molecule- and
motif-level knowledge.

3.3 Importance-based Masking

There is a large proportion of noisy tokens that lack fine-grained
knowledge. For example, motif tokens such as “C”, and word tokens
like “an” and “this” fail to provide meaningful information. If they
are used for capturing fine-grained alignment knowledge, they may
negatively impact the training process.

To address this issue, we propose the importance score to identify
and mask tokens that contain fine-grained alignment knowledge.
Specifically, as shown in Figure 2, we observe that important motif
tokens, such as ms, tend to contribute more to the global molecule
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token z,,, meaning they have a larger weight during aggrega-
tion. The same applies to the global text token z;,. Intuitively, the
contrastive alignment task encourages the global token to focus
more on tokens containing fine-grained knowledge, enabling better
coarse-grained alignment. Thus we define the importance score as:

exp(cos(zs;, z4,))

Z;‘]:l exp(cos(zs;, zto))’

(11)

[

exp(cos(zm;, Zm,))
Om; = S . (12)
ijl exp(cos(zm;s Zmy))
where wy; is the importance score of word token t;, wpm; is the
importance score of motif m;. A higher importance score indicates
a greater contribution to the global token.

We begin by only pre-training the contrastive alignment task
for a few warm-up epochs to ensure valid importance scores. To
demonstrate the empirical validity of the importance scores, we
summarize the 10 most important and least important tokens in
each modality in Tables 1 and Table 2. We observe that the top 10
word tokens are closely associated with specific motifs, indicating
their relevance to fine-grained knowledge. In contrast, the bottom
10 word tokens have few associations. Similarly, the top 10 motif
tokens often exhibit distinct chemical properties, making them
highly meaningful, while the bottom 10 motif tokens are often less
meaningful.

Then we jointly pre-train on the contrastive alignment task and
masked multimodal modeling task. We mask 15% word tokens and
20% motif tokens based on their importance scores. The probability
of masking each token is proportional to its score. As training pro-
gresses, the importance scores are dynamically updated, allowing
the model to iteratively refine its focus on fine-grained alignment
knowledge and improving overall training performance. After pre-
training, the final importance scores are shown in Appendix D.

Table 1: Top 10 and bottom 10 word tokens by average im-
portance score.

Top 10 ‘ Bottom 10
Token Score Token  Score
triglyceride ~ 0.1419 little 0.002
peptide 0.1290 vegetables  0.002
polysaccharide 0.1284 fruits 0.002
oligo 0.1269 highest 0.002
oligomer 0.1173 game 0.002
anthocyan 0.1053 wild 0.002
diary 0.0998 meat 0.002
isofl 0.0972  chicken  0.002
cannab 0.0953 cheese 0.002
sulfide 0.093 thirty 0.002

4 Experiments

In this section, we conduct extensive experiments to demonstrate
the effectiveness of FineMolTex. Before evaluating, we first con-
duct the two pre-training tasks on the PubChemSTM dataset [29],
which includes 281K graph-text pairs from PubChem [18]. Each
molecular graph is paired with a textual description that elaborates
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Table 2: Top 10 and bottom 10 motif tokens by average im-
portance score.

Top 10 Bottom 10
Token Score Token Score
[NH4+] 0.1766 S 0.0661
[OH-] 0.1588 C 0.0564
C1=CN=CN=C1 0.1285 CCC 0.0521
[NH3+] 0.1252 3 0.0503
Cl 0.123 N 0.0472
0=S 0.119 CCCC(C)OC  0.0407
F 0.112 CCOC(C)O  0.0369
C1=CC=CC=C1 0.108 Cccocc 0.0361
Br 0.1027 C1CCOCC1 0.0299

C1=CNC=C1  0.1016 CCNC(C)=O0 0.0231

on its chemical and physical properties or highlights its high-level
bioactivities. Details of the pre-training data and process can be
found in Appendix C.1.1 and C.4.

The goal of our experiments is to answer the following research
questions (RQs).
RQ1. Can FineMolTex better generalize to unseen molecules?
RQ2. Can FineMolTex bridge the gap to tasks centered on motif-
level knowledge?
RQ3. Can FineMolTex perform better on single-modality tasks?
RQ4. Has FineMolTex learned fine-grained knowledge?
RQ5. Are the token masking and cross-attention layers beneficial?

4.1 Generalization to Unseen Molecules (RQ1)

To answer RQ1, we conduct a zero-shot graph-text retrieval task
to examine the generalizability of FineMolTex on unseen molecules
and texts. Given a molecular graph and T candidate textual descrip-
tions, the goal is to identify the textual description that best aligns
with the molecular graph. Conversely, given a textual description
and T candidate molecular graphs, identify the molecular graph
that best matches the text. This task can be addressed by calculat-
ing the similarity of the molecular graphs and texts in the joint
embedding space, thus allowing zero-shot inference.

Datasets and Baselines. We utilize DrugBank-Pharmacodynamics,
molecule-ATC, and DrugBank-Description [29] extracted from the
DrugBank database [51] for evaluation. These datasets include
molecular graphs and their chemical descriptions. Details of the
datasets can be found in Appendix C.1.2. We compare with five
multimodal molecular models: KV-PLM [64], MolCA [33], MoMu-S
[42], MoMu-K [42], MoleculeSTM [29], 3D-MoLM [25], and MV-Mol
[34]. Specifically, KV-PLM uses SMILES to represent the structure
of the molecule, while others use graph structures.

Results. We report the results on the first two datasets in Tables 3, 4,
and 5. We make the following observations. 1) Across different val-
ues of T, FineMolTex consistently outperforms the baselines that
neglect motif-level knowledge. The superior performance demon-
strates that fine-grained motif-level knowledge facilitates general-
ization to unseen molecules, which likely contain seen motifs. 2)
FineMolTex maintains strong performance in both directions (given
graph, and given text). The symmetry further indicates that the
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Table 3: Accuracy (%+0) of graph-text retrieval task on DrugBank-Pharmacodynamics.

Given Molecular Graph Given Text
T 4 10 4 10 20
KV-PLM 68.38+0.03  47.59+0.03  36.54+0.03  67.68+0.03  48.00+0.02 34.66+0.02
MolCA 83.75+£0.54  74.25+0.26  66.14+0.21  81.27+0.33 69.46+£0.17  62.13+0.16
MoMu-S 70.51+£0.04  55.20+0.15 43.78+0.10  70.71+0.22  54.70+0.31  44.25+0.43
MoMu-K 69.40+£0.11  53.14+0.26  42.32+0.28  68.71+0.03 53.29+0.05 43.83+0.12
3D-MoLM 81.35+£0.14  73.65+£0.13  64.79+0.15  79.78+0.22 62.38+0.16 53.43+0.11
MV-Mol 92.24+0.26  85.38+0.19  79.41+0.43  91.28+0.13 85.32+0.15 80.37+0.22
MoleculeSTM  92.14+0.02  86.27+0.02  81.08+0.05  91.44+0.02 86.76+0.03 81.68+0.03
FineMolTex  96.78+0.05 92.48+0.02 87.94+0.14 96.29+0.12 91.65+0.15 85.07+0.11
Table 4: Accuracy (%+0) of graph-text retrieval task on molecule-ATC.
Given Molecular Graph Given Text
T 4 10 4 10 20
KV-PLM 60.94+0.00  42.35+0.00 30.32+0.00 60.67 £0.00  40.19+0.00  29.02+0.00
MolCA 67.34+0.05  53.51+0.12  44.10+0.03  65.18+0.34  51.01+£0.26  41.30+0.51
MoMu-S 64.72+£0.04  48.72+0.03  37.64+0.02  64.98+0.13  49.58+0.05  39.04+0.16
MoMu-K 61.79+£0.14  45.69+0.22  34.55+0.09  63.32+0.15  47.55+£0.06  37.68+0.18
3D-MoLM 65.72+0.08  50.48+0.14 38.31+0.06 63.10+0.06  44.17+0.11  34.56%0.15
MV-Mol 70.29+£0.06  54.93+0.14  45.64+0.37  72.08+0.15 59.34+0.22  48.56+0.36
MoleculeSTM  69.33+0.03  54.83+0.04  44.13+0.05 71.81+0.05 58.34+0.07  47.58+0.05
FineMolTex  76.52+0.10 62.75+0.06 51.84+0.16 76.38+0.18 61.72+0.09 50.88+0.13

Table 5: Accuracy (%+0) of graph-text retrieval task on DrugBank-Description.

Given Molecular Graph Given Text

T 4 10 4 10 20
KV-PLM 73.80+£0.00  53.96+0.29  40.07+0.38  72.86 £0.00  52.55+0.29  40.33+0.00
MolCA 93.75+£0.09  87.25£0.06  82.77+0.12  90.71+0.04  84.97+0.16  77.53%0.15
MoMu-S 76.52+£0.12  61.66+0.25  50.00+0.08  77.62+0.06  61.49+0.15  52.20+0.13
MoMu-K 74.15+£0.08  57.18+0.16  47.97+0.14  77.79+0.12  62.33+0.18  47.97+0.06
3D-MoLM 92.81+0.23  85.71+0.19  80.20+0.33  88.31+0.32  81.23+0.07  74.40%0.39
MV-Mol 95.13£0.16  90.28+0.21  84.83+0.34  93.54+0.32  86.58+0.52  80.75%+0.43
MoleculeSTM  99.15+0.00  97.19+0.00  95.66+0.00  99.05+0.37  97.50+0.46  95.71+0.46
FineMolTex  99.60+0.06 97.96+0.04 96.70+0.14 99.62+0.02 97.96+0.09 96.34+0.07

embedding spaces of both modalities are well-aligned and similarly
well-learned. 3) We observe that KV-PLM, which utilizes SMILES
to capture molecular structures, is less effective than other models
employing graphs, consistent with previous findings [29] that 2D
graph structure is more expressive than 1D SMILES.

4.2 Application to Motif-Centered Tasks (RQ2)

To answer RQ2, we employ a zero-shot text-based molecule edit-
ing task, which is highly relevant to practical applications includ-
ing catalyst design and targeted drug discovery. Specifically, we
utilize FineMolTex to collaborate with a molecule generation mod-
ule, following the design in [29], to modify a specified molecule

according to a text prompt. Hence, motif-level knowledge is essen-
tial for this task, as the model needs to replace certain motifs with
others that are related to specific properties and names as indicated
in the text prompt. We defer the technical details to Appendix B. We
randomly sample 200 molecules from ZINC [15], and select 12 text
prompts, including 8 prompts pertaining to physical properties [29],
and 4 based on the names of the motifs. We utilize MoleculeSTM,
MoMu, and MolCA as baselines.

Evaluation. We employ different methods to assess whether the
generated molecules satisfy the two types of prompts. For the 8
prompts on physical properties, we employ three measures: LogP,
QED, and tPSA, which measures solubility [24], drug-likeness [5],
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This molecule is soluble in water. This molecule is insoluble in water. This molecule is like a drug. This molecule is not like a drug.
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Figure 3: Hit ratios of 12 text-based molecule editing tasks.

Prompt: This molecule is chloride. Prompt: This molecule contains hydroxyl groups.
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Figure 4: Visual analysis of the output molecules of MoleculeSTM and Motif-MolTex on 4 text-based molecule editing tasks.
Differences between the input and output molecule of FineMolTex are highlighted in red and green circles. Lower LogP indicates
higher water solubility.

and permeability [9], respectively. We consider the editing to be best-performing baseline, demonstrating that FineMolTex has an
successful if the difference in measurements between the input advanced understanding of motif-level knowledge. We also visu-
and output molecules exceeds a specified threshold A, which we alize the output molecules of MoleculeSTM and FineMolTex in
have set to 0 following one of the settings in literature [29]. For Figure 4. It can be observed that while MoleculeSTM produces in-
the 4 prompts based on motif names, we use RDKit [22] to verify correct molecules, FineMolTex accurately generates the intended
the presence of the indicated motifs. For all 12 prompts, we report molecules. Specifically, when prompted to generate molecules that
the hit ratio: the proportion of generated molecules that meet our are soluble in water, FineMolTex successfully creates molecules with
expectations. lower LogP than the input molecule, as lower LogP indicates higher
Results. As shown in Figure 3, FineMolTex shows superior perfor- water solubility. Similarly, when prompted to generate molecules
mance on these prompts, especially on the 4 prompts with motif with hydroxyl groups or chlorine atoms, FineMolTex correctly does

names. Notably, we achieve a relative gain of up to 230% over the
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so. These results confirm that FineMolTex possesses a deeper un-
derstanding of motif-level knowledge, thereby enhancing the gen-
erative capabilities.

4.3 Application to Single-Modality Task (RQ3)

While FineMolTex can simultaneously utilize pre-trained knowl-
edge from both graphs and texts, we also verify its effectiveness
on single-modality tasks, namely, molecular property predic-
tion tasks. We use MoleculeNet [53] as the dataset, which only
provides molecular graphs as input without texts. More specifically,
there are eight binary classification tasks, and we report ROC-AUC
for evaluation. More detailed dataset descriptions are provided in
Appendix C.1.3.

Baselines. We compare FineMolTex against nine baselines, includ-
ing 1) five pre-trained GNN models: AttrMasking [13], ContextPred
[13], InfoGraph [43], MolCLR [50], and GraphMVP [28]; 2) three
graph-text multimodal models: MoMu-S [42], MoMu-K [42], and
MoleculeSTM [29], and 3) one SMILES-text multimodal model: KV-
PLM [64].

Results. As shown in Table 6, FineMolTex consistently outper-
forms all baselines, achieving relative gains of 3.2%, 2.4%, and 4.7%
on SIDER, MUV, and BACE, respectively, compared to the best
baseline. The promising performance of FineMolTex indicates that
it implicitly utilizes pre-trained knowledge from the text modality
even when the input consists solely of graphs. Additionally, KV-
PLM exhibits a notable performance gap from other models, due to
its use of 1D SMILES strings for molecular structure and a smaller
pre-training dataset.

4.4 Analysis of Learned Fine-grained
Knowledge (RQ4)
We evaluate whether FineMolTex captures fine-grained alignment
information in the joint embedding space, and assess if it can predict
the labels of masked motifs based on fine-grained knowledge.
Visualization of Motif and Word Embeddings. To evaluate
whether FineMolTex captures fine-grained alignment knowledge,
we select motif and word tokens from 1,500 graph-text pairs in the
PubChemSTM dataset, excluding meaningless words such as “this”
and “a”. In total, we visualize 3,469 motif tokens and 6,914 text to-
kens with ¢-SNE [36] in Figure 5, where triangles denote text tokens,
and circles denote motif tokens, with different colors indicating
various labels. To examine the details of the tokens, we zoom into
several regions in the figure, retaining only the colors and legends
of the tokens we are interested in. For brevity, we utilize SMILES
to represent the motif structures. We observe that text and motif
tokens corresponding to each other are also close in the embedding
space. For instance, in the pink frame, the word “ammonium” is
close to the motif tokens “[NH2+]=0", “C=[NH2+]”, and “[NH3+]O”,
which are related to “ammonium.” In the blue frame, the word “poi-
son” is adjacent to the motifs “[AsH3]” and “O[AsH2]”, which are
poisonous. In the orange frame, the word “sulf” is close to the motif
tokens “0S”, “CCSSCC”, and “CC1=CSC(C)=N1", all of which rep-
resent sulfides. These results demonstrate that FineMolTex learns
the connections between motifs and their chemical names and
properties, thereby significantly enhancing its expressiveness.
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Figure 5: Visualization of motif tokens and word tokens using
t-SNE. Triangles denote word tokens; circles denote motif
tokens.
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Figure 6: Explaination of the prediction of certain masked
motifs based on text tokens utilizing LIME.

Predictions Based on Fine-grained knowledge. To further
verify that FineMolTex can utilize the learned fine-grained align-
ment knowledge for predictions, we utilize Local Interpretable
Model-Agnostic Explanation (LIME) [38], a well-established tool
that can explain the predictions of certain masked motifs based on
text tokens. By perturbing the input text, LIME observes how the
model’s predictions change with variations in the input text. Then,
LIME fits these perturbed texts and the prediction results to an
interpretable model such as a linear model. This approach allows
us to quantify the significance of each text token in predicting the
motifs, thereby revealing the fine-grained knowledge learned by
FineMolTex. The results are shown in Figure 6, where text tokens
with higher interpretive weights are more crucial for predictions,
and thus more relevant to the masked motifs. Specifically, the word
with the highest interpretive weights in (1) is “heteroarene”, which
directly refers to the name of the masked motif. In (2), the word
“phenyl” refers to the masked motif. In (3), the masked motif makes
the molecule “bromide”. These findings demonstrate that FineMol-
Tex has effectively acquired motif-level knowledge.
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Table 6: Downstream results (%+0) on eight binary classification datasets from MoleculeNet.

Model BBBP Tox21

ToxCast  Sider

ClinTox MUV HIV Bace Avg

AttrMask

InfoGraph  64.8+0.6 76.2+0.4 62.7+0.7 59.1+0.6
MolICLR 67.8+£0.5 67.8£0.5 64.6+0.1 58.7+0.1
GraphMVP  68.1+1.4 77.1+0.4 65.1+0.3 60.6+0.1
GraphCL 69.7+0.7 73.9+£0.7 62.4+0.6 60.5+0.9
KV-PLM 70.5+£0.5 72.1£1.0 55.0£1.7 59.8+0.6
MoMu-S 70.5+£2.0 75.6+0.3 63.4+0.5 60.5+0.9
MoMu-K 70.1x1.4 75.6%£0.5 63.0+0.4 60.4%0.8
MolCA 70.0+£0.5 77.2+0.5 64.5+£0.8 63.0£1.7

MoleculeSTM 70.0£0.5 76.9+0.5 65.1+0.4 61.0+1.1
FineMolTex 73.5+1.6 77.1+1.2 68.6+0.9 64.8+1.4

67.8+£2.6 75.0£0.2 63.6+0.8 58.1+1.2
ContextPred 63.1+3.5 74.3+0.2 61.6+0.5 60.3+0.8

75.4+8.8 73.8+1.2 75.4+0.5 80.3+0.0 71.2
80.3+3.8 71.4+1.4 70.7+3.6 78.8+0.4 70.1
76.5+£7.8 73.0+£3.6 70.2+2.4 77.6+2.0 70.0
84.2+1.5 72.840.7 75.9+0.2 71.1+x1.2 713
84.7+3.1 74.4+2.0 77.7+2.5 80.5+2.7 73.5
76.0+2.7 69.8+2.7 785+1.2 754+14 70.8
89.2+2.7 54.6+4.8 65.4+1.7 78.5+2.7 68.2
79.9+4.1 70.5+1.4 75.9+0.8 76.7+2.1 71.6
77.4%x4.1 71.1+2.7 76.2+0.9 77.1x14 714
89.5+£0.7 72.1£1.3 77.2+£0.6 79.8+0.5 74.2
92.5+1.1 73.4+2.9 77.0+1.8 80.8+1.3 74.6
92.5+0.8 76.3+1.2 79.0+1.4 84.0x1.5 76.9

Table 7: Ablation study (%+0) on molecule-ATC and DrugBank-Pharmacodynamics.

molecule-ATC

Given Molecular Graph ~ Given Text

DrugBank-Pharmacodynamics
Given Molecular Graph ~ Given Text

w/0o mmm 68.85+0.32
motif mask only 72.64£0.05
word mask only 73.68+0.11

w/o cross-attention 69.92+0.25
random mask only 73.95+0.15
FineMolTex 76.52+0.10

69.34+0.14
70.96+0.20
72.47+0.09
69.35+0.22
73.34+0.19
76.38+0.18

90.18+0.08 90.52+0.14
92.24+0.12 92.06+0.31
93.28+0.26 92.97+0.17
92.66+0.08 92.85+0.24
93.57+0.32 93.25+0.18
96.78+0.05 96.29+0.12

Additional analysis such as fine-grained alignment information
in the joint embedding space can be found in Appendix D.3

4.5 Ablation Study for Masking and
Cross-Attention Layers (RQ5)

To thoroughly explore the impact of the key components in FineMol-
Tex, we compare to several variants, including w/o mmm, which
drops the masked multimodal modeling task altogether; motif
mask only, which only mask motif tokens; word mask only,
which only mask word tokens; w/o cross-attention, which ex-
cludes cross-attention layers. random mask only, which masks
motif or word tokens randomly rather than based on importance.
We evaluate these variants on the graph-text retrieval task used in
RQ1, on two datasets with T = 4. As reported in Table 7, FineMol-
Tex consistently surpasses the other variants. Specifically, without
the masked multimodal modeling task, “w/o mmm” fails to capture
fine-grained knowledge at all, resulting in the poorest performance.
“motif mask only” and “word mask only” outperform “w/o mmm,’
because they still enable some level of fine-grained knowledge
learning by either predicting motifs based on word tokens or pre-
dicting word tokens based on motif tokens. However, they are less
effective than FineMolTex, which masks both words and motifs
for mutual alignment. Lastly, without the cross-attention layers,
“w/o cross-attention” cannot integrate token embeddings from dif-
ferent modalities, without importance-based masking, “random
mask only” cannot effectively focus on the tokens that contain fine-
grained knowledge, thereby hampering their ability to effectively

learn fine-grained knowledge. These observations demonstrate the
effectiveness of each component.

Additional experimental results, including further ablation stud-
ies and a comparison of pre-training and inference times, are pro-
vided in Appendix D.

5 Conclusions

In this paper, we reveal that fine-grained motif-level knowledge is
crucial for molecular representation learning. We propose FineMol-
Tex to jointly learn both coarse- and fine-grained knowledge through
a contrastive alignment task and a masked multimodal learning
task, respectively. By selectively masking the important motif/word
tokens and predicting their labels using tokens from the other
modality, we can effectively learn fine-grained alignment between
motifs and words. Experimental results on three downstream tasks
and two case studies demonstrate the effectiveness of FineMolTex.
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A Related Work

Molecular Learning Based on Graphs. Molecular graphs are
commonly employed as inputs for molecular learning. Numerous
studies employ various GNNs as base encoders to facilitate molec-
ular representation learning for downstream tasks [49, 55]. These
approaches generally require supervised signals and are not ap-
plicable to other tasks. Recent advancements in research have in-
troduced self-supervised learning methods. Some methods focus
on reconstruction tasks for pre-training. PreGNN [14] enhances
GNN pre-training through context prediction and node/edge at-
tribute masking. GROVER [40] introduces molecular-specific self-
supervised techniques, including contextual property prediction
and graph-level motif prediction. MGSSL [66] adopts a motif-based
graph self-supervised strategy that predicts the topology and labels
of motifs. Additionally, some methods leverage contrastive learn-
ing for pertaining, and general graph augmentation methods [58]
are also applicable to molecular datasets. InfoGraph [43] optimizes
model training by maximizing the mutual information between
the global graph representations and their substructures of varying
granularity. Incorporating chemical domain knowledge, MoCL [44]
employs two novel molecular graph augmentation methods: replac-
ing specific substructures or altering a few carbon atoms. MolR
[47] aims to maintain the equivalence relation between reactants
and products within the embedding space. Despite the effective-
ness of pre-trained models, it is still challenging to generalize new
categories or tasks without labeled examples or fine-tuning.

Fine-grained Vision-Language models. Various works design
fine-grained alignment methods to better align the region visual fea-
tures (Rols) into text features of the vision-language model (VLM).
OV-DETR [63] introduces a transformer-based approach for open
vocabulary object detection, using conditional binary matching
instead of traditional bipartite matching. VLDet [26] aligns objects
and language by transforming images into regions and captions
into words, employing a set matching strategy. DetCLIPv2 [56]
leverages ATSS [65] for object detection, trained on a standard de-
tection dataset, a grounding dataset, and an image-text pairs dataset.
BARON [52] aligns embeddings within groups of related regions,
processing them through a text encoder. CoDet [35] treats region-
word alignment as a co-occurring object discovery problem. F-VLM
[21] uses a CLIP vision encoder and a VLM feature pooler for region
features, combining detection scores with VLM predictions. RO-ViT
[17] addresses positional embedding gaps in vision-language pre-
training by introducing a cropped positional embedding module,
enhancing alignment for downstream tasks. While these methods
rely on a detection model to assign labels to the Rol, our approach
lacks such a model to provide supervised signals for motifs, making
it challenging to align fine-grained information.

Graph Neural Networks. Graph Neural Networks (GNNs) are
powerful deep learning algorithms that can be used to model graph-
structured data. In recent years, there have been enormous suc-
cessful applications of GNNs on various areas such as social media
mining [23, 59-61], graph cluster [30-32], drug discovery [16], and
recommender system [4, 57].
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B Technical Details of Text-based Molecule
Editing Task

Following the molecule editing framework proposed by [29], we
utilize FineMolTex and the generation module, including an encoder
and a decoder, to generate molecules. This process is structured into
two phases. The first phase is the space alignment, which utilizes
two projectors, pm, and py, to align the representation space of the
generative model with our model into a joint representation space
following a contrastive learning strategy as:

exp(cos(zmgy,pg(W))/7)
& SXP(COS (Zmg Pg (W) ) JT)+ 2 vy’ €XP(COS(Zmg Pg (W))/T)
exp(cos(W,pm (zmy))/7) ]
exp(cos(w,pm(Zmo))/T)+sz6 EXP(COS(W,Pm(Zm(’)))/T) ’

1
Ly = = 3Em[lo

+log

(13)
where m is the molecule, zp, denotes the embedding generated
by our model, w is the embedding produced by the encoder of
the generation model, z,y and w’ are the embeddings of negative
samples sampled from the same batch.

The second phase is latent optimization. We directly learn the
latent embedding w*, ensuring it remains closely aligned with the
initial molecular embedding while also resembling the embedding
of the text prompt. We employ two similarity scores as the objective
function. To ensure that the generated molecule is similar to the
text prompt, we utilize the projector to transform the latent embed-
ding of the molecule into the joint representation space, and then
calculate its cosine similarity with the embedding of text z,. To
ensure the generated molecule is also similar to the initial molecule,
we compute the I3 distance between w* and the initial embedding
w.

w* = argming. (cos(pg(W"), zt,) /1) + A2 (W", w). (14)

Given the optimized latent embedding w*, the decoder of the gen-

eration module can get the output molecules. For the four prompts

aimed at generating molecules with specific motifs, we excluded
molecules from the dataset that already contained these motifs.

C Reproducibility Information

C.1 Dataset Statistics

C.1.1  Pre-training Dataset. We employ a dataset known as Pub-
ChemSTM [29], derived from the PubChem database [18], which
consists of chemical structure-text pairs. The dataset is available
in two versions: PubChemSTM-raw, which retains the original an-
notations, and PubChemSTM-extracted, where the names of the
molecules are replaced with the generic term "this molecule". In
our study, we use the PubChemSTM-extracted version. Examples
of PubChemSTM-extracted are illustrated in Figure 7.

C.1.2  Retrieval Datasets. We utilize three pertinent fields from the
DrugBank database [51] for each small molecule drug in our zero-
shot retrieval task: the Description field, the Pharmacodynamics
field, and the Anatomical Therapeutic Chemical (ATC) classification.
Specifically, the DrugBank-Description provides a comprehensive
overview of the drug’s chemical characteristics, historical devel-
opment, and regulatory status. The DrugBank-Pharmacodynamics
section details the mechanisms through which the drug influences
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Molecular Graphs

Descriptions

This molecule is a nitrofuran antimicrobial agent used
to treat Chagas disease (American trypanosomiasis),
a chronic protozoal infection due to Trypanosoma
cruzi that can lead to severe disability and death from
gastrointestinal and cardiac disease. This molecule is
rarely associated with serum aminotransferase
elevations during therapy and has not been linked to
cases of clinically apparent liver injury.

This molecule is a substituted aniline and an aromatic
ether.

This molecule is an N-(1-benzylpyrrolidin-3-yl)-5,6-
dimethylthieno[2,3-d]pyrimidin-4-amine in which the
chiral centre has S configuration. Both enantiomers
act as fatty acid synthase inhibitors, although the (S)-
enantiomer was found to be more than 4 times as
active as the (R)-enantiomer. It has a role as a fatty
acid synthesis inhibitor and an EC 2.3.1.85 (fatty acid
synthase) inhibitor. It is an enantiomer of a (R)-
Fasnall

This molecule is an organic cation consisting of 7-(4-
methylanilino)phenazine carrying additional methyl,
amino and 4-methylphenyl substituents at positions 2,
3 and 5 respectively. One of four components of
mauvaine, a syntheteic violet-coloured dye. It has a
role as a histological dye. It is an organic cation and a
member of phenazines.

This molecule is a tertiary amino compound and a
dialkylarylamine.

This molecule is a sulfonamide.

This molecule is a lactam and an azamacrocycle.

Figure 7: Examples on PubChemSTM-extracted
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or alters the organism in which it is used. This includes both desired
and undesired effects (commonly referred to as side effects). Lastly,
the DrugBank-ATC classification system organizes the molecules
into groups based on the organs or systems they target, along with
their therapeutic, pharmacological, and chemical properties. The
datasets consist of 1154, 1005, and 3007 molecule-text pairs for each
field, respectively. To test the generalizability of FineMolTex on
unseen molecules and texts, given a molecular graph, we select its
corresponding molecular description as the positive candidate, and
randomly select molecular descriptions from other molecules as
negative candidates, aiming to identify the textual description that
best aligns with the molecular graph, following [29].

C.1.3 Molecule Property Prediction Datasets. The MoleculeNet
dataset, used for molecular property prediction in downstream
tasks, contains two main categories. Some datasets are used for
pharmacological property prediction. The Blood-Brain Barrier Pen-
etration (BBBP) [37] dataset evaluates whether a molecule can
penetrate the central nervous system. The three datasets related
to toxicity—Tox21 [6], ToxCast [53], and ClinTox [11]—assess the
toxicity of molecular compounds. The Side Effect Resource (SIDER)
[20] dataset contains information on adverse drug reactions from
a marketed drug database. Other datasets are used for biophysical
property prediction. The Maximum Unbiased Validation (MUV)
[39] dataset, a subset of the PubChem BioAssay (PCBA), is created
using a refined nearest neighbor analysis. The HIV dataset, sourced
from the Drug Therapeutics Program (DTP) AIDS Antiviral Screen
[62], focuses on predicting the inhibition of HIV replication. The
BACE dataset, included in MoleculeNet [53], measures the binding
affinity of various inhibitors to f-secretase 1 (BACE-1). The overall
dataset statistics of MoleculeNet are shown in Table 8.

Table 8: Dataset statistics of MoleculeNet for molecule prop-
erty prediction task.

Dataset Tasks Molecules

BBBP 1 2,039
Tox21 12 7,831
ToxCast 617 8,576
Sider 27 1,427
ClinTox 2 1,478
MUV 17 93,087
HIV 1 41,127
Bace 1 1,513

C.2 Baselines

The publicly available implementations of Baselines can be found
at the following URLs:

KV-PLM (MIT license): https://github.com/thunlp/KV-PLM

MolCA (MIT license): https://github.com/acharkq/MolCA

gnns/

gnns
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o InfoGraph (MIT license): https://github.com/sunfanyunn/InfoGraph
e MoICLR (MIT license): https://github.com/yuyangw/MolCLR
o GraphMVP (MIT license): https://github.com/chao1224/GraphMVP

C.3 Operating Environment

e Operating system: Linux ubuntu 5.15.0-102-generic.
e CPU information: Intel(R) Xeon(R) Platinum 8358 CPU @2.60GHz.
e GPU information: NVIDIA A800 80GB.

C.4 Implementation Details

We use Pytorch to implement our model. For the pre-trained base-
lines, we directly utilize the checkpoints provided by the authors.
For other baselines, we utilize the original codes from their au-
thors and train the models in an end-to-end way. We utilize the
BRICS [7] to fragment molecules into motifs. As BRICS primarily
cleaves bonds according to a predefined set of chemical reactions,
often resulting in several large fragments per molecule, we fur-
ther utilize the post-processing procedure proposed by MGSSL
[66], which is designed to minimize the number of ring variants
and facilitate the cleavage of side chains. Subsequently, we build
a vocabulary of all motif tokens identified in the PubChemSTM
dataset, which comprises a total of 30,080 unique motifs. We note
that within our dataset, certain motifs are infrequently present,
while others are prevalent but lack significant semantic value. This
uneven distribution presents a challenge for the model, as it strug-
gles to extract meaningful insights from such disparate occurrences.
Thus we have constructed a masking set of 2,457 motifs that ex-
cludes motifs appearing fewer than 8 times or more than 80,005
times. Based on this masking set, we selectively mask motifs to
enhance the model’s learning efficiency and focus on extracting
valuable information from the most informative tokens. To map
the embedding of the molecule and the text into the same dimen-
sion, we further utilize a projector MLP layer for the graph encoder.
We utilize Adam as the optimizer for the GNN encoder, the lan-
guage model, the two projector MLPs, the multi-modal framework,
and the motif classifier with different learning rates, and test the
learning rate ranging from {le-3, le-4, le-5}. We set £ = 2, and test
firm,, raging from {1,2,3,4,5}, firm; ranging from {8,10,12}. For the
coefficient of loss function, we test @ and f raging from {0.5,1,2}.
We train our model with a total batch size of 16. We first train
only the contrastive alignment task for 3 epochs, and then train
both pretraining tasks together for 10 epochs. For fair comparisons,
we randomly run 5 times and report the average results for all
methods. The code, checkpoints, and optimal parameters can be
found in the supplementary material and the anonymous repository
https://anonymous.4open.science/status/FineMol Tex-2266.
Optimal Parameters. The optimal parameters can be found in
the config.json file in our code repository. Specifically, we set the
dimension of the graph encoder to 300 and the dimensions of the

MoleculeSTM (MIT license): https://github.com/chao1224/MoleculeSTMtransformer and cross-attention layer to 768. The hyperparameters
MoMu-K and Momu-S (MIT license): https://github.com/ddz16/MoMu are set as @ = 0.5 and f§ = 1. For £ = 2, we set fymp to 2 for the

first round and 3 for the second round, and #ym; to 10 for the first

AttrMasking (MIT license): https://github.com/snap-stanford/pretrain- round and 12 for the second round. The learning rates are set as

follows: 1e-5 for the graph encoder, text encoder, transformer layers,

ContextPred (MIT license): https://github.com/snap-stanford/pretrain- and cross-attention layer; 5e-5 for the projector MLP of the graph

encoder; and 1e-3 for the motif classifier.


https://github.com/thunlp/KV-PLM
https://github.com/chao1224/MoleculeSTM
https://github.com/ddz16/MoMu
https://github.com/acharkq/MolCA
https://github.com/snap-stanford/pretrain-gnns/
https://github.com/snap-stanford/pretrain-gnns/
https://github.com/snap-stanford/pretrain-gnns
https://github.com/snap-stanford/pretrain-gnns
https://github.com/sunfanyunn/InfoGraph
https://github.com/yuyangw/MolCLR
https://github.com/chao1224/GraphMVP
https://anonymous.4open.science/status/FineMolTex-2266
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Table 9: Comparison of pre-train and inference times of FineMolTex, MolCa, and MoleculeSTM.

Device Pre-train Time Inference Time
MoleculeSTM 1 A100 40G 65h 47s
MolCA 2 A100 40G 33h 71s
FineMolTex 1 A100 40G 78h 89s
D Additional Resuts D.3 Visualization of Motif and Word Tokens
D.1 Final Importance Scores Figure 8 displays the complete visualization with legends, illustrat-

ing that the embeddings of relevant motifs and words are closer in

After pre-training, the final importance scores are shown in Table .
the embedding space.

Top 10 Bottom 10

Token Score Token Score D.4 Pre-training and inference times
[NH4+] 0.2051 C=CC(C)C 0.0320 We compare the pre-training and inference times of FineMolTex
[NH3+] 0.1984 C 0.0315 with MoleculeSTM and MolCA. For inference, we conduct exper-
Cl 0.1863 o) 0.0282 iments on the zero-shot graph-text retrieval task on DrugBank-
[OH-] 0.1727 CCN(C)C 0.0278 Pharmacodynamics. Both MoleculeSTM and FineMolTex are tested
C1=CC=CC=C1 01655 CCCCCNC _ 0.0263 on one NVIDIA A100 40 GB GPU, while MolCA is tested on two
CHO 0.1619 0OCO 0.0236 NVIDIA A100 40 GB GPUs. As shown in Table 9, the pre-training
Br 01561 COCOOC 0.0205 and inference times for FineMolTex are comparable to those of
C1=CNC=C1___ 01522 CCCOCC 00174 the baselines. Despite the longer pre-training time, we believe this
F 0.1517 _ CCC(CC)OC  0.0157 trade-off is justified by the SOTA performance of FineMolTex in

C=N 0.1482 CCNICCCCIC 0.0123 various downstream tasks.

Table 10: Top 10 and bottom 10 motif tokens by average
importance score

Top 10 Bottom 10

Token Score Token Score
phosphatidyl 0.1623 cannot 0.002
amine 0.1602  participates  0.002
aromatic 0.1546 giving 0.002
nitrate 0.1492 mark 0.002
benzene 0.1405 eleven 0.002
sulphate 0.1378 year 0.002
ammonium  0.1362 errors 0.002
chloride 0.1351  particular 0.002
nitrate 0.1326 contributing  0.002
aldehyde 0.1284 affects 0.002

Table 11: Top 10 and bottom 10 word tokens by average im-
portance score

D.2 Effectiveness of Importance-Based Selective
Masking

We also trained “random mask only” for more epochs, extending
it to 15 epochs. The results are shown in Table 12. We found that
“random mask only” performance was still inferior to FineMolTex,
which trained both pre-training tasks simultaneously for only 10
epochs. This highlights the efficiency of Selective Masking in ac-
celerating learning and achieving better molecule-text alignment
with fewer training steps.
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Figure 8: Visualization of motif tokens and word tokens using t-SNE with legend.
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Table 12: Ablation study (%+0) on molecule-ATC and DrugBank-Pharmacodynamics.

molecule-ATC DrugBank-Pharmacodynamics
Given Molecular Graph ~ Given Text  Given Molecular Graph ~ Given Text

random mask only (15 epochs) 75.43+0.15 75.22+0.12 95.86+0.34 95.80 +0.06
FineMolTex 76.52+0.10 76.38+0.18 96.78+0.05 96.29+0.12
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