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1 Introduction Graph Neural Networks

Graph Neural Network (GNN)

Various Applications of GNN

GCN GraphSAGE GAT

Recommendation System

……

Polypharmacy



1 Introduction Label Scarcity on Graph Data

➢ However, labeled data is usually expensive or infeasible to obtain

GNNs need abundant task-specific labeled → Better results

➢ Unlabeled data (i.e., the whole graph) is abundant

➢ Recent progresses of pre-training in CV and NLP relieve the 

reliance on labeled data, and some recent works propose to 

pre-train GNNs in a self-supervised manner

Learning from Unlabeled Data → Pre-training



1 Introduction Heterogeneous Graphs 

Existing pre-training methods for GNNs

Heterogeneous Graphs

➢ They are mainly designed for homogeneous graphs

Large heterogeneous graphs with different relations and rich semantics



1 Introduction Motivation

Two fundamental problems

◆1. How to effectively capture the semantic and structural properties on a   

heterogeneous graph during pre-training

➢ Structural properties, rich semantics …… → varying characteristics of different types 

◆2. How to efficiently pre-train GNNs on a large-scale heterogeneous graph

➢ Real-word heterogeneous graphs : billions of nodes and edges → Scalability

➢ Preserve the inherent semantic and structural properties → Node and Network Schema
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2 PT-HGNN Overall architecture

PT-HGNN

Preserve heterogeneous semantic and structural properties as transferable 

knowledge, and sparsify large-scale heterogeneous graph for efficient pre-training

• Relation-based sparsification

for efficiency

• Design the node- and schema-

level pre-training tasks



2 PT-HGNN Node-level pre-training task

Node-level pre-training task: Negative sample selection

1. Select negative samples from the same relation

<author1, “writes”, paper2>

<author1, “writes”, institute1>
<author1, “writes”, paper1>

1 2



2 PT-HGNN Node-level pre-training task

Node-level pre-training task: Negative sample selection

𝑎1

𝑎2

𝑝1

𝑝2

For paper 𝒑𝟏 and relation paper-author, 𝒂𝟏 is the positive sample, 𝒂𝟐 is

a similar sample, 𝒂𝟑 is a negative sample.

𝑝3 𝑎3

ϴ1,2

ϴ1,3

𝒉𝐚𝟏

𝒉𝐚𝟐

𝒉𝐚𝟑

Cosine similarity in the 

embedding space

2. Select negative samples dissimilar enough



2 PT-HGNN Schema-level pre-training task

Schema-level pre-training task

Model the relation 

between center node 

with context nodes 

• Network schema captures both high-order 

semantics and structural properties

schemaMeta-path Motif

• meta-graph is limited to express high-order structure

• motif is intractable to match when the graph is so large

• schema is the only defining structure that captures both 

semantic and structural properties 



2 PT-HGNN Schema-level pre-training task

Schema-level pre-training task

center node with context nodes 

GNN

Pooling

Node

embedding
Context

embedding

Same schema instance

Positive

Different schema instance

Negative

Encoder

sampling according to schema



2 PT-HGNN Schema-level pre-training task

Schema-level pre-training task

• Sampling Negative samples from:

• The current batch with two target nodes of 

the same type

• Previous batch with two target nodes of the 

same type



2 PT-HGNN Edge Sparsification of Large-Scale Heterogeneous Graph

Edge Sparsification

Why edge Sparsification:

• Preserve more meaningful edges (lower noise in graphs)

• Improve the time efficiency on large graph

Method : Relation based Personalized PageRank

Acceleration :

Random-Walk Formulation (Forward Search) + Top-K Entries



2 PT-HGNN Edge Sparsification of Large-Scale Heterogeneous Graph

Edge Sparsification

The construction process of sparse heterogeneous graph

PPR FilterPaper

|

Author

Paper

|

Venue

…
…

…… …… ……

Combine into

sparse

heterogeneous

graph

0.2

0.3

0.02

0.03
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3 Experiments Baselines & Datasets

Baselines

◆ EdgePred

◆ DGI

◆ ContextPred

◆ GPT-GNN

◆ GraphCL

Statistics of Datasets

Datasets

Open Academic Graph (OAG) unifies

two academic graphs:

Microsoft Academic Graph and Aminer
◆ No-Pretrain

#nodes: 178 million; #edges: 2 billion



3 Experiments

Experiment results on Node classification and Link Prediction

On average 4.98% improvement: our proposed pre-training strategy is capable of 

exploiting transferable information and graph properties on heterogeneous graphs

Whole graph: OAG

Domain specific subgraphs: Computer science, material, chemistry, engineering



3 Experiments

Experiment results on Node classification and Link Prediction

Evaluate the effect of node- and schema-level pre-training tasks on heterogeneous graphs 

• Node-level : PT−HGNN𝑛𝑜𝑑𝑒

• Schema-level : PT−HGNN𝑠𝑐ℎ𝑒

• Combination : PT−HGNN

• In link prediction, PT−HGNN𝑛𝑜𝑑𝑒 model the pairwise interaction, which performs better

• In node classification, PT−HGNN𝑠𝑐ℎ𝑒 obtain better performance by focusing on modeling the structure context 

• The combination offers strong capability in both downstream tasks



3 Experiments

Freezing vs. Full Fine-tuning

➢ PT-HGNN(FE) achieves better performance than the 

no pre-train model, which are able to capture the 

transferable knowledge.

➢ the performance of PT-HGNN in freezing mode 

exhibits competitive performance to that of the full 

fine-tuning mode in some cases



3 Experiments

Transfer Experiment

Field A Field B

Pretrain Fine-tune

• Knowledge transferring from pre-training to fine-tuning

does not guarantee a gain in performance

• Positive correlation value between graphs results 

in positive transferring and vice versa 



3 Experiments

Time Efficiency

➢ With the edges sparsification based on personalized 

PageRank, the training efficiency is increased 

➢ Pre-training on the pre-processed heterogeneous 

graph achieve the competitive performance
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4 Conclusion

Conclusion

➢ PT-HGNN, which is a pre-training framework, enables the GNN to 

capture heterogeneous semantics and structural properties

➢Edge sparsification strategy retains meaningful graph structures while 

accelerating the pre-training procedure

➢Extensive experiments on one of the largest heterogeneous graphs



Thank you!

Xunqiang Jiang, BUPT,  skd621@bupt.edu.cn

More Information:

http://www.shichuan.org/

http://www.yfang.site
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