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Background

Graph Neural Networks Graph Transformers

• Stronger expressive power

• Alleviate over-smoothing

• Limited expressive power

• Over-smoothing problem
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Message passing function Fully-connected self-attention



Background

Heterogeneous Graph

HGs are powerful for representing complex real-world networks (e.g., academic networks, social networks).



Motivation

1. Current graph transformer models struggle 

to integrate the rich and complex semantics 

inherent in heterogeneous graphs.

2. Existing methods often have limited 

receptive fields due to the quadratic 

complexity of transformer models.
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The Overall Framework

The poly-tokenization mechanism



Node Token

We sample a subgraph around the target node 

and convert each node to a node token  



Semantic Token

The embedding of 

path instance 𝑝𝑘
𝑖

An instance of 

meta-path 𝑝𝑘

❖Sample meta-path instances according to a 

pre-defined meta-path set. 

❖Each meta-path instance is converted to a 

semantic token



Global Token

The embedding of 

node 𝑢 in cluster 𝑐𝑘

The embedding 

of cluster 𝑐𝑘

❖Summarize nodes with similar structure 

and semantics into a cluster.

❖Each cluster is converted to a global token. 



Heterogeneous Node Classification Experiments



Ablation and Efficiency Studies

Ablation studies (micro-f1 score) Memory usage as graph size increases



Conclusion

➢PHGT addressed the two limitations of existing graph transformer models:

(1) the inability to capture heterogeneous semantics;

(2) the incapacity to model intricate long-range dependencies.

➢ Through comprehensive experiments on four benchmark datasets, we 

demonstrate the efficacy of our PHGT approach.
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