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Motivation

Experiments

The Proposed Model: PHGT

Problem: Design transformer models for heterogeneous graph representation learning. 

Challenges: 

C1: How do we integrate the complex semantics on a heterogeneous graph into transformers?

C2: How do we expand the receptive fields for graph transformers to capture long-range         
interactions on a heterogeneous graph?

Overall Framework

The proposed poly-tokenization mechanism

Semantic Token

Global Token
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(1) the inability to capture heterogeneous semantics;

(2) the incapacity to model intricate long-range dependencies.

Ø Through comprehensive experiments on four benchmark datasets, we demonstrate the efficacy of 

our PHGT approach.
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Conclusions

Solve Challenge 1: 

vSample meta-path instances according 

to a pre-defined meta-path set. 

vEach meta-path instance is converted to 

a semantic token

The embedding of 
path instance 𝑝!"

An instance of 
meta-path 𝑝!

Solve Challenge 2: 

vSummarize nodes with similar structure and 

semantics into a cluster.

vEach cluster is converted to a global token. The embedding of 
node 𝑢 in cluster 𝑐!

The embedding 
of cluster 𝑐!

Experimental Setup

Node Classification

Ablation Study

Efficiency Studies

Heterogeneous GNNs
v RGCN [1] 
v HAN [2]
v GTN [3]
v HetGNN [4]

Homogeneous Graph Transformers

Heterogeneous Graph Transformers

v MAGNN [5]
v HGT [6]
v Simple-HGN [7]

v ANS-GT [8] v NodeFormer [9]

v HINormer [10] v PHGT

ØPHGT addressed the two limitations of existing graph transformer models:

(1) the inability to capture heterogeneous semantics;

(2) the incapacity to model intricate long-range dependencies.

Ø Through comprehensive experiments on four benchmark datasets, we demonstrate 

the efficacy of our PHGT approach.

v PHGT demonstrates superior performance in most scenarios, outperforming other baselines.
v PHGT consistently outperforms homogeneous graph transformers (ANS-GT and NodeFormer).
v PHGT surpasses all the message passing-based HGNN baselines in almost all cases.

v w/o semantic token: The semantic token is removed to 
gauge its impact on performance;

v w/o global token: the global token is removed to assess 
its contribution;

v w/o both: In this variant, both the semantic tokens and 
the global tokens are removed, retaining only the node 
tokens.

Comparison of time overhead for generating global 
tokens using different algorithms.

Comparison of memory usage among different 
Transformer models as the number of nodes increases.
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Background

Graph Neural Networks Graph Transformer

Heterogeneous Graph

• Stronger expressive power
• Alleviate over-smoothing

Fully-connected 
self-attention

Graph-structured data


