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Graph matching is crucial across various domains such as bioinformatics, 
social network analysis, and computer vision. The effectiveness of 
traditional methods, however, is curtailed by significant challenges, 
including those inherent in the burgeoning field of contrastive learning.
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Graph-centric Contrastive framework for Graph Matching (GCGM), leverages a comprehensive pool of graph 
augmentations to enhance robustness and effectiveness in graph matching. Boosting-inspired Adaptive 
Augmentation Sampler (BiAS) adaptively selects challenging augmentations tailored for graph matching, optimizing 
the learning process without manual tuning.

Pool of Augmentations Pairs
A distinctive feature of GCGM is its use of a large and 
diverse pool of graph augmentations, initially randomly 
initialized. This pool includes various structural and 
feature-based modifications.

BiAS

• Adaptive Sampling Strategy: BiAS 
introduces a novel weight update 
scheme that adaptively adjusts the 
probabilities of selecting specific 
augmentations based on their 
impact on the model's performance.

 
• Weight Update Scheme: The 

weights of augmentation pairs are 
dynamically updated based on their 
performance in improving the 
matching accuracy. Pairs that result 
in lower performance scores are 
sampled more frequently in 
subsequent training iterations, 
encouraging the model to focus on 
more challenging and informative 
examples.

Contrastive General Graph Matching with Adaptive Augmentation Sampling

Introduction Motivation

• Dependency on Labeled Data: Most graph matching techniques 
heavily rely on extensive labeled data for training. This dependence is 
resource-intensive and limits applicability in areas where such data is 
scarce or expensive to procure.

• Lack of Generalizability: Existing approaches often require additional 
side information or are tailored to specific graph types, which hinders 
their broader application. This specificity reduces the utility of graph 
matching methods in new or diverse areas that demand adaptable 
solutions.

• Contrastive Learning Limitations: While contrastive learning offers a 
promising direction for self-supervised learning in graph matching, it 
typically necessitates careful selection of augmentations to generate 
effective positive and negative samples. This requirement presents a 
challenge in tuning and selecting these augmentations without 
exacerbating the computational burden or risking model overfitting.

Proposed Method: GCGM
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Example of weight update.
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Intersection 
No outliers. 

Unfiltered 
Includes all nodes, 
assessing robustness to 
outliers and node count 
variations.

Graph Augmentation

Real-world Datasets

Synthetic Dataset

Example of visual graph matching.
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