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Motivation

OOD Detection on Graphs (Ours)OOD Detection on Images [1] 

W/o Propagation and Aggregation 
between ID and OOD Samples

W/ Propagation and Aggregation 
between ID and OOD Samples

[1] Yu Q, Aizawa K. Unsupervised Out-of-Distribution Detection by Maximum Classifier Discrepancy. ICCV 2019

Across-distribution Mixture



Across-distribution Mixture

[1] Bitterwolf et al. Revisiting ood detection: A simple baseline is surprisingly effective. ICLR 2022 Submitted.

Theorem. Across-distribution Mixture [1]. It is assumed that the sample feature 
conforms to the Normal distribution with the mean μ and variance σ. The mixing 
feature of a sample comes from in-distribution and out-of-distribution:

Lemma. Across-distribution Mixture on Graphs. Take one-layer aggregation of GNN as 
an example, the distribution mixture comes from the central node and its neighbors:

where

where                                   denotes weights between node     and   ,  and         denotes 
neighbors of node   .



Unified Learning Framework

i) Learning the GNN parameter by maximizing the likelihood

ii) Inferring the following posterior of the latent variable O as

The joint probability distribution of node label Y and latent variable O

2) lacks of supervision for test nodes for inference

1) involves marginalizing the latent variable O 

Challenges

To avoid the across-distribution mixture



Unified Learning Framework

Variational Inference

Negative ELBO

Introducing the parameterized posterior      with parameter    , and minimizing  Kullback-
Leibler (KL) divergence, to make the variational distribution      close to its intractable true 
posterior distribution

where      follows Bernoulli distribution 

Introducing variational distribution



Learning to Mix Neighbors

Updating outer level

Updating inner level

Learning and Aggregating Weights

Bi-level Optimization

Predictor      gives a single scalar between 0 and 1  (parametrized as a sigmoid): 



Datasets. 1) Cora; 2) Citeseer; 3) Pubmed; and 4) ogbn-arXiv 
For the split of OOD classes, we strictly follow the standard OOD detection benchmark 
on graphs [Stadler et al., 2021]. The statistics of datasets are presented in the Table 
below.

Baselines. 
1) GCN [Kipf and Welling, 2017], 2) ChebNet [Defferrard et al., 2016], 3) GraphSAGE 
[Hamilton et al., 2017],  4) GAT [Veliˇckovi ́c et al., 2018], 5) SGC [Wu et al., 2019], 6)
JKNet [Xu et al., 2018], 7) APPNP [Klicpera et al., 2018], 8) SuperGAT [Kim and Oh, 2020], 
9) GCNII [Chen et al., 2020], and 10) DropEdge [Rong et al., 2019]. 

Experiments



Experiments

Comparison of OOD detection 
AUROC (%) 

Comparison of semi-supervised node 
classification accuracy (%) 



Experiments

2. The Effect of Bi-level Optimization

3. Ablation Study

1. Mixing Strategies

1) RandomMask (RM)     2) TruthMask (TM)

3) RandomDrop (RD) 4) TruthDrop (TD) 

5) ATtention (AT)             6) LMN (Ours) 



Conclusions

• In this paper, we study a novel problem of end-to-end open-set semi-

supervised node classification with OOD detection. 

• The novel method LMN in a variational inference framework has been 

proposed for node classification and OOD detection in an end-to-end 

manner. 

• Extensive experiments on four datasets demonstrate the effectiveness of 

our proposed method.


