
Across-distribution Mixture on Graphs. Take one-layer agg-
regation of GNN as an example, the distribution mixture comes 
from the central node and its neighbors:

where , ௩ , ௩,௨denotes weights between node and , 
and denotes neighbors of node .
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Learning to Mix Neighbors (LMN) 

Unified Learning Framework

Bi-level Optimization

Updating Inner Loop

Updating Outer Loop

Bi-level OptimizationFramework of LMN

The joint probability distribution of labels Y and O 

where θ represents GNN parameter and the probability dis-
tribution of OOD detection can be described as P (O|X, A).
From the Bayesian perspective, the learning process includes:
i) Learning the GNN parameter by maximizing the likelihood

ii) Inferring the following posterior of the latent variable O

Variational Inference. We introduce a variational distribution 
to minimize Kullback-Leibler (KL) divergence:

Minimizing the following negative ELBO: 

Adopting a predictor to generates the weights to mix neighbors

The graph convolution based on message passing

 Vanilla Training vs. Bi-level Training (Ours)

How to train the GNN to perform open-set semi-supervised 
node classification with OOD detection in end-to-end manner ?

Across-distribution Mixture on Graphs

Challenges
1) Lack of supervision on in-distribution or OOD; 2) Promote 
the information propagation but cause across-distribution mix-
ture; 3) Over-fitting could be more severe (an additional model)


