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MotivationMotivation

 What is the definition of a sample
on a graph?

 How do we produce good samples?

 Graph neural networks
 Neighborhood aggregation

 Generative adversarial networks
 Generator vs. discriminator

 Prior studies seldom explore GANs and
GNNs jointly in an end‐to‐end manner.

Challenges

The proposed model: NAGNNThe proposed model: NAGNN

ExperimentsExperiments

Network embedding models
 DeepWalk

Unsupervised GAN‐based models
 GraphGAN
 ARGA and ARVGA

Semi‐supervised GAN‐based models
 ARGA(S), ARVGA(S), GraphSGAN

End‐to‐end graph neural networks
 GCN and GAT

Datasets

Baselines
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ConclusionsConclusions
 Problem

o Adversarial learning with graph neural networks

 Challenges
o What is the definition of a sample on a graph?
o How do we produce good samples?

 Proposed model: NAGNN
o Generator

o Neighbor‐anchoring strategy: produce fake samples
o Discriminator

o Perform recursive neighborhood aggregation on the fake samples
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Discriminator Generator

Graph
convolution

Loss
function

Neighborhood aggregation

Classification under the 𝐾 ൅ 1 class setting

Real nodes → classes ሼ1,2, … , 𝐾ሽ

Fake nodes → class 𝐾 ൅ 1

Neighbor anchoring for 𝑣ො
 feature vector: synthesized by a neural network
 Neighborhood: anchored on 𝑣’s neighborhood

Feature synthesizing

Feature synthesizing with a
multivariate Gaussian distribution

Mean feature vector

Loss
function

Fool the D by classifying 𝑣ො into the same class of 𝑣
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