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WeBank Neighbor-Anchoring Adversarial Graph Neural Networks
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Fig. 1: Motivation of GANSs on graph. Ideally, our generator
would produce samples not only in the sparse regions
with a low-density of links, but also in the periphery of
the dense regions. The fake samples are complementary to
enhance the robustness of node representations, enabling
the discriminator to learn better decision boundaries.

Related work Challenges

Graph neural networks
= Neighborhood aggregation
Generative adversarial networks on a graph?

= Generator vs. discriminator = How do we produce good samples?

Prior studies seldom explore GANs and

GNNs jointly in an end-to-end manner.

= What is the definition of a sample
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Algorithm 1 Model training for NAGNN

Input: graph G, labeled set £, number of epochs np for the
! discriminator and n¢ for the generator in each iteration,
! number of fake samples mp for the discriminator and mg
i for the generator.

! Output: 0p, O¢.

! 1: initialize parameters 97, 6<;

\ / The proposed model: NAGNN \

Neighbor anchoring
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2: while not converged do

fori =1tonp do > train discriminator
V < generate mp fake nodes for each labeled node
update 6p with £ and V according to Equation (4)

end for

fori =1tong do > train generator
generate m¢ fake samples w.r.t. each labeled node

: . _ , , , 9: evaluate the fake samples using the discriminator
Fig. 2: Overall framework of NAGNN. (a) An existing node v and its neighboring nodes in the graph. (b) The generator, 10 update ¢ according to Equation (7)

which produces a fake sample ¥ anchored on the neighbors of the real node v. (c) The discriminator, which utilizes a GNN 11 end for
to classify real nodes into the first K classes, and fake samples into class K + 1. 12: end while

13: return 6p, O¢.

Gradient updating
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Neighbor anchoring for ¥ Feature synthesizing Mean feature vector
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fO) — ReLU | —— WOf£l=1) | Neighborhood aggregation = feature vector: synthesized by a neural network 1
Graph v © Z v s SE1E8 Z 2 Gaussian(x;, 0°1) Xy = A Z Xy

convolution | v EN, = Neighborhood: anchored on v’s neighborhood

Real nodes — classes {1,2, ..., K} N = N, Feature synthesizing with a
v v multivariate Gaussian distribution

1
exp (W f ) _ m Z log D(y|'u; eD)
Loss D(ylv;0p) = —x=1 v (v,y)EL / Fake nodes — class K + 1

function 2oy=1 &P (Wy ko)
R a .

1
Loss — Z log D(y|G(v,2;0c);0p) + Aa ||9G||§ - (7)

bey Fool the D by classifying ¥ into the same class of v

TABLE 2: Node classification performance (in percent) with standard deviation using 20 labeled nodes per class, averaged
over 10 runs. The best results are bolded. In the column of “Input data”, A denotes the adjacency matrix, X denotes the
feature matrix, and £ denotes the labeled nodes.
Methods Input Cora Citeseer Pubmed DBLP . bl
data |Accuracy Micro-F Macro-F | Accuracy Micro-F Macro-F | Accuracy Micro-F  Macro-F | Accuracy Micro-F  Macro-F Problem
Datasets DeepWalk A | 738403 749+0.1 74.040.1| 61.6402 60.5+1.0 59.840.5 | 67.4403 65.240.1 66.140.1| 504+1.0 51.840.8 49.1+1.1 o Adversarial learning with graph neural networks
GraphGAN A 58.8+0.2 57.940.1 57.24+0.1 | 60.4+1.4 58.5+0.1 58.610.1| 73.24+0.1 75.3+0.1 73.24+0.1| 52.442.5 51.1£3.5 52.1+4.3
HABLS I SEMMmAry oHCatmzer! o ARVGA | AX |I6AL15 6523 264514 GLALD3 640502 560403\ 107602 201504 195403 | 250402 171412 737405 " Challenges
; ARGA(S) |A, X, £ | 721407 687+0.6 56409 | 61.8+12 59.9+1.8 572414 | 626416 553+2.3 508424 | 59.3+1.8 57.8+15 58.0+14 o What is the definition of a sample on a graph?
Datasets | # Nodes # Edges # Classes # Features — ARVGA(S) |A,X,L|637+15 625+1.7 50.6+1.4 | 68.9+05 68.1+0.8 61.4+0.6|50.7+1.4 46.0+0.8 393409 | 41.74+1.1 439+1.3 42.3+14
8 © GraphSGAN | A, X, £ | 79.240.6 79.3+0.5 78.0+0.6 | 67.4+0.7 658404 61.84+0.5| 68.240.4 68.7+0.5 67.54+0.5 | 58.6+0.9 57.4+0.8 56.8+0.9 o How do we produce good samples?
c
'Cora 2,708 5,429 7 1,433 (C GCN A, X, L| 815407 80.8+0.5 80.4+0.6| 70.4+0.5 68.3+0.7 66.94+0.4 | 78.940.3 78.8+0.4 78.0+0.3| 61.7+1.5 62.2+1.2 60.940.7 L] Proposed model: NAGNN
Citeseer 3,327 4,732 6 3,703 _ NAGCN  |A,X, £ | 832406 817404 81.9+05|72.8+04 70.7+05 69.0+04 |79.0403 79.4+02 784403 | 664407 654409 64.6+-0.9
Pubmed 19,717 44 338 3 500 Q o Generator
DBLP 1 71 4 1.084 O GAT A X, L]|829+0.6 820+0.6 81.8+0.6| 72.4+0.7 70.4+0.8 68.2+0.7|77.2+£05 77.7£0.7 76.6+0.5| 68.6+3.1 64.1+4.3 57.2+7.2
,866 ,153 ,08 o NAGAT A X, L|835+04 826+03 82.5+0.2| 72.9+04 70.9+0.5 68.3+0.8| 77.7+0.4 77.8+0.1 77.0+0.3 | 71.8+1.7 69.1+1.4 68.6+1.3 o) Ne|gh bor_anchoring Strategy: produce fake Samp|es
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Fig. 3: Performance with fewer labeled nodes. Fig. 5: Impact of our neighbor-anchoring strategy. \ j




