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Problem setting – Few-shot Relation Learning (FSRL)

Long-tail Problem (Sparse KG)

Xiong, Wenhan and et al. One-shot relational learning for 

knowledge graphs. EMNLP 2018

Linhao Luo and et al. Normalizing Flow-based Neural Process for Few-Shot Knowledge 

Graph Completion. SIGIR 2023
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https://aclanthology.org/D18-1223/
https://aclanthology.org/D18-1223/
https://arxiv.org/abs/2304.08183
https://arxiv.org/abs/2304.08183
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  Meta-Learning Framework : MetaR 

Assumption : independently and identically distributed (i.i.d.) 

MetaR

Chelsea Finn and et al. Model-Agnostic Meta-Learning for Fast 

Adaptation of Deep Networks. ICML 2017

Chen, Mingyang and et al. Meta Relational Learning for Few-Shot Link Prediction in 

Knowledge Graphs. EMNLP 2019
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https://arxiv.org/pdf/1703.03400.pdf
https://arxiv.org/pdf/1703.03400.pdf
https://aclanthology.org/D19-1431/
https://aclanthology.org/D19-1431/
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  Limitations of Prior Work : Pilot test 
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Problem : Performance degradation is anticipated unless the Distribution Shift between 
meta-training and meta-testing relations are addressed. 

Contribution 1 – At model Level, design relation-specific adaptation to suit downstream task.
Contribution 2 – At data level, augment few-shot relation instances by injecting additional 
contextual information to enhance adaptation for downstream task.
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 Framework : RelAdapter 
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 Framework : Adapter Structure 

8Lightweight feed-forward Network (FFN)

Residual network
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 Framework : Context-aware adaptation 
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Pre-trained Contextual Info. Meta-trained embedding

Augmented entity embedding
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 Framework : Context-aware relation meta 
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Given context-augmented 
entity embeddings, ec 

Derive context-aware 
relation meta

Relation-Meta Learner : 
MLP(MeanPool[h,t])
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 Framework : Adaptation 
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Adapter : Transform the context-aware relation meta

Global Prior

Local Adaptation

Adapted relation meta
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 Framework : Gradient Update 
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Adapter is tuned on 
the Support Loss

Support Loss

Final adapted relation Meta
1. Relation specific
2. Context aware

Adapted by a quick 
gradient step
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 Framework : Scoring and Ranking 
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Final adapted relation Meta 

Ranking score
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 Performance Comparison 
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Supervised 
Relation 
Learning

Few-shot 
Relation 
Learning

1. Relation specific
2. Context aware

Average 
Improvement
MRR : 20.1%
Hit@10 : 15.1%
Hit@1 : 5.07%



SMU Classification: Restricted

 Additional Experiments – Efficiency Analysis 
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Negligible parameter overhead for Adapter
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 Conclusion 

17

Context-aware & Relation-specific adaptation

1. At the model level - Integrate a lightweight adapter module into the meta-learning framework to 
enable a relation-specific, tunable adaptation of the global prior to suit the local task in the 
meta-testing stage. 

2. At the data level - Inject additional contextual information to enrich the few-shot relation 
instances through data augmentation that enhances the adaptation to meta-testing stage.
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Q & A

https://arxiv.org/abs/2410.09123

Paper Code Group

https://github.com/smufang/RelAdapter https://www.yfang.site/group 

https://arxiv.org/abs/2410.09123
https://github.com/smufang/RelAdapter
https://www.yfang.site/group
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