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Preliminaries & Methodology

Experiments & Conclusion

Problem

• Assumption in conventional meta-learning: meta-training and meta-testing tasks are independently and identically 

distributed (i.i.d.).

• Due to the data distribution shift, the learned function from meta-training relation tasks would not be able to make 

accurate predictions for downstream novel relation tasks in meta-testing.
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Contributions
 

1. Integrate a lightweight adapter module into the meta-learning 

framework to enable relation-specific adaptations of global prior 

to local task in the meta-testing stage.

2. Inject additional contextual information about the target 

relation into meta-testing to enrich the few-shot relation 

instances for better adaptation to novel relations.

Compared to backbone : The big performance improvement of 

RelAdapter compared to MetaR[1] shows the importance of adding 

context-ware adapter in the meta-learning framework, enabling 

relation-specific and context aware adaptation.

Parameter efficiency : Compared to MetaR, the 

only new parameters of RelAdapter belong to the 

adapter module, which is only a small overhead
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