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Abstract

The paper introduces Semantics of Class Label-
based Unsupervised Out of Scope Intent De-
tection (SCOOS), a novel method aimed at en-
hancing out-of-scope (OOS) intent classifica-
tion in task-oriented dialogue systems. Un-
like prior approaches that rely solely on in-
domain (ID) data features, SCOOS leverages
semantic cues embedded in class labels to im-
prove classification accuracy. The method en-
tails forming a compact feature space centered
around the semantics of class labels by min-
imizing losses between ID features and class
names. SCOOS achieves this by creating a
compact feature space centered around class la-
bel semantics, achieved through minimizing
losses between in-domain (ID) features and
class names. This involves training two spher-
ical variational autoencoders concurrently to
learn a shared latent space between ID features
and class names, aligning ID feature data based
on the corresponding classes in the latent space,
and training a classifier for (m+ 1)-class clas-
sification using only ID samples, where the
(m+1)th class represents OOS samples. Exten-
sive evaluation of three datasets demonstrates
that SCOOS outperforms existing methods not
only for OOS intent detection but also for ID
intent classification. Additionally, an ablation
study is conducted to analyze the impact of
different components of SCOOS, and we also
presented the visualization of the latent space
representation providing insights into the influ-
ence of semantic information from class labels.
1

1 Introduction

Task-oriented dialogue systems are prone to en-
counter out-of-scope (OOS) inquiries during their
application in an open-world setting. Such OOS
intents need to be detected with the user’s utterance,
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Figure 1: Overview of leveraging the class name for
OOS intent detection

to avoid incorrect responses by the dialogue sys-
tem. Hence, a critical element of dialogue systems
is their ability to identify OOS or unknown inten-
tions from user inquiries. Regardless of the number
of classes in the OOS intents, the OOS detection
problem is usually solved as a (m+ 1)-class clas-
sification problem, where m is the total number of
known/In-Domain (ID) classes. Existing methods
in the literature address this problem either as a su-
pervised learning framework or as an unsupervised
learning framework, depending on the availability
of extensive labeled OOS intents during training.

The supervised OOS intent recognition (Zheng
et al., 2020; Zhan et al., 2021) is preferable when a
sufficient amount of labeled OOS samples is avail-
able for training the (m + 1)th class, where the
(m+1)th class denotes the OOS class. In these ap-
proaches, the trained model has higher confidence
of prediction for the ID classes and lower confi-
dence for the OOS samples. However, these meth-
ods need adequate labeled OOS samples, and ob-
taining these labeled samples is cumbersome. Gen-
erative approaches to generate synthetic labeled
OOS samples may cause artificial inductive bias
and may not work well on real-world data as the
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actual OOS data resides in an unbounded space
and it is challenging to capture the distribution of
such unknown data. On the contrary, unsupervised
OOS detection (Lin and Xu, 2019; Yan et al., 2020;
Zhang et al., 2021; Zhou et al., 2022) methods re-
quire only ID data to train the model and do not re-
quire synthetic or real labeled OOS samples. How-
ever, these methods do not exploit the semantics of
the ID class labels, which provide rich information
about the ID class labels that can help to largely
improve OOS detection.

This paper proposes an unsupervised OOS in-
tent classification method that uses the complete
information about the ID classes, including the se-
mantics of the class labels2, for OOS detection,
namely, Semantics of Class Labels-based unsuper-
vised OOS Intent Detection (SCOOS). In doing
so, it solves OOS detection as a (m + 1)-class
classification problem during inference. The so-
lution comprises of two modules, namely a BERT
module and a Spherical Variational Autoencoder
(SVAE) (Davidson et al., 2018) module. During
training, each module has two sets of BERT En-
coder and SVAE, one set for the ID samples and
the other set for the corresponding class names.
The BERT module learns the representations of the
ID samples and the SVAE module uses the repre-
sentations of the BERT module to perform OOS
intent detection. Fig. 1 is a 2D representation of
the proposed solution, where each class is cast into
a sphere with the class name as the center of the
sphere. Thus the SVAE module learns the compact
and spherical representation of the ID samples in
the latent space by minimizing the intra-class dis-
tance between the semantics of the class labels (i.e.,
class name) and the samples of the corresponding
classes. It also maximizes the inter-class distance
between the ID samples using class names. It must
be noted that although two sets of BERT and SVAE
are used during training, only one set of BERT and
SVAE is required during inference, as the class
labels are not available during inference.

In summary, our contributions are as follows:

• We have observed that despite the readily
available semantic information of ID class
labels, current methods for OOS intent de-
tection overlook this valuable information. To
tackle this problem, we introduce a novel un-
supervised method for OOS intent detection

2In this paper, ’semantics of the class label(s)’ is called as
’class name(s)’

Figure 2: Example to detect the OOS intent without
prior knowledge of OOS

(i.e., SCOOS), which harnesses the semantic
information contained within ID class labels.

• In SCOOS, we show how sentence represen-
tation can be enhanced by aligning it with the
class name through concurrent training of two
BERT models and SVAEs. Additionally, we
provide visualizations of this enhanced rep-
resentation to offer a clearer insight into the
efficacy of our proposed approach.

• Additionally, we conducted extensive experi-
ments on three benchmark datasets for OOS
intent classification. The results of these eval-
uations demonstrate that our proposed method
surpasses other unsupervised OOS intent clas-
sification methods.

2 Related Work

Categorizing user intent in dialogue systems is cru-
cial across various domains such as banking, health-
care, e-commerce, and travel (Wen et al., 2019).
Traditionally, deep learning models like convolu-
tional neural networks (Xu and Sarikaya, 2013)
and recurrent neural networks (Liu and Lane, 2016)
have been used for intent classification with promis-
ing results (Yin et al., 2017). However, these meth-
ods often assume a closed-world scenario, which
doesn’t hold in real-world settings where new in-
tent classes can appear. This issue can be addressed
using anomaly detection, one-class classification
(OCC), or the (m+1)-class classification approach.
OCC-based OOS detection uses one-class support
vector machine (OCSVM) (Schölkopf et al., 2001),
support vector data description (SVDD) (Tax and
Duin, 2004), local outlier factor (LOF) (Breunig
et al., 2000), etc. Of these, LOF is a widely-
used method to identify OOS intent (Lin and Xu,
2019; Yan et al., 2020; Zhou et al., 2022). It is



a density-based unsupervised anomaly detection
method, which calculates the local density devi-
ation of a particular data point for its neighbors.
Samples with significantly lower density compared
to its neighbour are deemed as an outliers. Varia-
tions of the LoF with additional loss functions to
improve the OOS intent detection performance are
not uncommon. For example, Lin and Xu (2019)
uses large margin cosine loss function with LOF,
Yan et al. (2020) uses large margin Gaussian mix-
ture loss with LOF, and Zhou et al. (2022) uses
KNN-contrastive loss along with LOF for OOS
intent classification.

OOS intent classification is also solved as a
(m+ 1)-class classification, where (m+ 1)th class
represents OOS intent. Here, the model is trained
such that the (m+1)th class generates a confidence
score for the OOS sample. Fei and Liu (2016) em-
ploys SVM to develop an one-vs-rest strategy to
identify OOS intent. Hendrycks and Gimpel (2017)
proposes using the maximum softmax probability
to boost the confidence score for ID classes result-
ing in lower confidence for OOS samples. Soft-
max is also developed by Prakhya et al. (2017)
for open-world learning using Weibull distribution
and is popularly known as the OpenMax method.
Later, Shu et al. (2017) developed a (m+ 1)-class
classifier using a sigmoid function at the classifi-
cation layer. Recently, Zhang et al. (2021) devel-
oped an adaptive circular decision boundary-based
(m+ 1) class classifier to identify the OOS intent
in an open-world. Most recently, a self-supervised
learning-based (m + 1)-class classifier has been
developed by Zhan et al. (2021) for OOS intent
classification.

In the methods discussed above, none lever-
age the semantic information of the in-domain
(ID) class labels during training. These class la-
bels, available beforehand, contain valuable de-
tails about their respective ID classes, aiding in
effective differentiation among them and, conse-
quently, the out-of-scope (OOS) as well. The work
most closely related to the proposed method is by
Cavalin et al. (2020), which leverages a graphi-
cal network to learn the relationship between the
graph embeddings of the input sequences to those
of the class names, where class names are used as
word graph embedding. On the other hand, the
proposed method aims to align the embeddings of
the input and class names in the BERT and SVAE
embedding spaces themselves (instead of the clas-
sification layer) to create tighter boundaries for in-

domain classes. Overall, we advocate for utilizing
the semantics of class labels for OOS detection.

3 Method

In this work, we propose an unsupervised OOS
intent detection method, as shown in Figure 3, by
using only ID (known) class samples. It is to be
noted here that each class label (categorical num-
ber) has its name in the textual form as shown in
Figure 2. In this paper, we use the semantics of
these class labels (class name) to develop an OOS
intent classification method as it is readily avail-
able for all ID classes during training. We refer to
this method as ’Semantics of Class Name-based
Unsupervised OOS Intent Detection (SCOOS)’.

3.1 Problem Statement

For a given N tr training data belonging to
m ID classes, ID training set consists of
{(xitr, yitr, citext)}

N id
tr

i=1 , where xtri indicates a train-
ing ID sample, yitr is its corresponding label, and
citext denotes class name of its corresponding label.
It is to be noted that training data consists of only
ID samples, and the testing set may consist of ID
and OOS data. The goal of the trained OOS model
is to classify ID samples accurately and differenti-
ate between ID and OOS samples during inference.
Thus, each sample should be assigned to one of the
(m+ 1) classes, where there are m ID classes and
the (m+ 1)th class denotes the OOS class.

3.2 Semantics of Class Label-based
Unsupervised Out of Scope Intent
Detection (SCOOS)

The framework of the proposed method is illus-
trated in Figure 3. As shown in the Figure, the
framework consists of two sets of transformer-
based encoders and two sets of autoencoders. Here,
one set of transformer-autoencoders learns the rep-
resentation from input sequences (Sentences), and
the other set of transformer-autoencoders learns
the representation from the class names. Thus, the
proposed framework aims at aligning the sentence
and the class name representations by minimiz-
ing suitable loss functions during training. In this
paper, we use BERT as the transformer-based en-
coder and SVAE as the autoencoder. While the
BERT transformer helps in learning the better fea-
ture representation from the sentence and class
names, the autoencoder helps in learning spherical
representations towards efficient discrimination of
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the individual ID classes and the discrimination
of OOS by building the manifold border for each
ID class. Overall, the proposed method aligns sen-
tences with their corresponding class names and
learns the boundary for each class towards identify-
ing the OOS sample. We describe each component
of this framework in the subsequent subsections.

3.2.1 Class Alignment using BERT-Encoders

Two sets of BERT encoders, namely, Sentence-
BERT (S-BERT) and Class-BERT (C-BERT) are
used to align samples belonging to individual
classes with their corresponding class names, as
shown in Figure 3. The pre-trained BERT encoders
are fine-tuned for the dataset of interest to obtain
the representations of the sentence and the class
names as sentence embeddings (u) and class em-
beddings (v). A scaled cosine similarity (scos)
metric between sentence embeddings (u) and class
embeddings (v) for all possible combinations of
sentence and a unique number of ID classes are
computed at the output of the encoder, as shown in

Eq. (1).

scos(u, v) =

(
β · u

∥u∥

)⊤(
β · v

∥v∥

)
, (1)

This normalization reduces the variance of the
correct pairs of sentence and class embeddings,
thereby, improving the accuracies of the ID sample
classifications. Here, β is the scaling hyperparam-
eter, which has the same impact as setting a high
temperature of β2 in softmax (Liu et al., 2018). To
further align the sentence and the class embeddings
of the individual ID classes, these cosine similarity
metrics are minimized through a softmax cross-
entropy function. We refer to this loss function as
class-alignment loss (LCA), which is represented
through Eq. (2) for a jth class sample:

LCA = − log
escos(u,v

j)∑
i∈{C} e

scos(u,vi)
. (2)

3.2.2 Class Name based OOS Intent Detection
The sentence embeddings and their corresponding
class embeddings that are efficiently aligned using



the two sets of BERT are then used for OOS Intent
detection through a Spherical Variational Autoen-
coder (SVAE) (Davidson et al., 2018). To this end,
the two embeddings are used to map the bound-
aries of individual classes at the latent space of
SVAE. As shown in Figure 3, there are two sets of
SVAEs, i.e., one each for sentence and class em-
bedding. Thus, there is a pair of sentence-encoder
(S-Enc) and sentence-decoder (S-Dec), and another
pair of class-encoder (C-Enc) and class-decoder
(C-Dec). Each encoder builds a latent space on
a unit hypersphere, where each class is approxi-
mated by both encoders on a von Mises–Fisher
(vMF) distribution. For a sentence embedding u
and its corresponding class embedding v obtained
through BERT-encoders, S-Enc approximates u as:
qθs(zs|u) = q(zs|µ(u), κ(u)), and C-Enc approx-
imates v as: qθc(zc|v) = q(zc|µ(v), κ(v)), where
zs and zc denote latent space representations of
sentence and class embeddings, respectively; and
µ represents the direction on the sphere and κ rep-
resents the concentration around µ. Here, our ob-
jective is to minimize the Wasserstein distance (Ar-
jovsky et al., 2017) between the latent spaces of
both encoders (S-Enc and C-Enc) to align both
representations as follows:

Lw = inf
γ∈

∏
(qθs ,qθc )

E(zs,zc)∼γ [∥ zs − zc ∥]. (3)

Further, to make these latent representations
(zs, zc) invariant to both SVAE models, we mini-
mize the reconstruction loss to the sentence (LRes)
and class (LRec) embeddings as follows:

LRes =|u− S-Dec(S-Enc(u))|+
|u− S-Dec(C-Enc(v))|.

(4)

LRec =|v − C-Dec(C-Enc(v))|+
|v − C-Dec(S-Enc(u))|.

(5)

After making the latent spaces invariant, we in-
clude a classifier in the latent space to learn more
discriminative latent space representation, and it
can be defined as follows:

Lcls = −E[pzs log qzs ]− E[pzc log qzc ], (6)

where pzs and pzc are actual label of the latent
vector zs and zc, respectively. qzs and qzc are the
predictions made by a linear softmax classifier.

Overall, the SCOOS is trained through two sets
of BERT and two sets of SVAEs by minimizing the

following loss function:

Loverall =λsLCA + λwLw + λrsLRes+

λrcLRec + λclsLcls,
(7)

where λs, λw, λrs, λrc, and λcls are the hyper-
parameters used to weight the different losses.

Once the training of the model is complete with
accurate alignment of the sentence and class em-
beddings and their corresponding mapping into in-
dividual spherical distributions (i.e., vMF distribu-
tion), a circle on the unit hypersphere may roughly
represent the manifold of each class. Thereafter,
the center and the boundary may be used to as-
certain the existence of the latent variable of any
sample within the manifolds. The class centre is
estimated using the class name information in the
latent space through approximation of the vMF
distribution q(zjc |µ(vj), κ(vj)); j = 1, . . . ,m with
µ(vj) as the class centre.

On the other hand, the boundary of the sphere
is estimated using the statistics of the training data.
For jth ID class, the training data is encoded into
latent space as q(zjs |µ(uj), κ(uj)). Considering
µ(uj) as the latent variable for the training samples
in the jth ID class, the cosine similarity between
each latent variable µ(uj) and its corresponding
class centre µ(vj) are computed using Eq.(1) and
stored in Zj

sim. Subsequently, the boundaries are
estimated through the estimation of a threshold
αj ∈ α from Zj

sim such that Ω% of samples are ID
samples and the remaining samples are OOS, as
shown in Eq. (8).

Ω =
|{αj ≤ zsim|zsim ∈ Zj

sim}|
|Zj

sim|
, (8)

where |.| represents the number of elements in a set.
Thus, the boundaries of the sphere of individual
classes are stored as thresholds αj .

During inference, a given test sample xte is
passed through the sentence embedding BERT (S-
BERT) and the Sentence Embedding Spherical En-
coder (S-Enc) to obtain the latent variable µ(ute).
Then, the cosine similarities of the embeddings for
the sample to all class centres are computed and
the closest manifold boundary of the class based
on the maximum cosine similarity is selected. Fi-
nally, by using the estimated threshold for that class
(i.e., αj ; j = 1, . . . ,m), the sample is deemed to
be OOS or ID. If it is an ID, its corresponding class



Dataset #Classes #Training #Validation #Test Vocabulary Size Length (max/min)

BANKING 77 9,003 1,000 3,080 5,028 79/11.91
CLINC (OOS) 150 15,000 3,000 5,700 8,376 28/8.31
StackOverflow 20 12,000 2,000 6,000 17,182 41/9.18

Table 1: Dataset statistics

label is also estimated.

Loos =

{
ID, if max{cos(µ(ute),µ(vj))|∀vj ∈ ID} ≥ α∗

OOS, if max{cos(µ(ute),µ(vj))|∀vj ∈ ID} < α∗

(9)

4 Experiments

We evaluate the performance of the proposed
SCOOS for unsupervised OOS intent detection on
three public benchmark datasets as described in
Section 4.1 and the detailed statistics of the datasets
are presented in Table 1. As there are no OOS
samples in these datasets, we follow the standard
practices of present literature (Lin and Xu, 2019;
Shu et al., 2017; Zhang et al., 2021) for our exper-
iments. We randomly select 25%, 50%, or 75%
of the intent classes as ID (i.e., known) classes in
our experiments and keep the remaining classes as
OOS classes (i.e., open). The training and valida-
tion split consists of only the ID classes, and the
testing split consists of ID classes as well as the
OOS class. It is to be noted that samples from the
OOS class are neither utilized during training nor
validation. As previously stated, we adhere to the
conventional approach in the literature by grouping
all OOS samples into a single class (Zhang et al.,
2021; Zhou et al., 2022), resulting in a total of
(m+1) classes. To assess overall performance, we
compute (m+ 1)-Accuracy (ACC) and Macro-F1
(F1-Score) metrics for comparing the performance
of the proposed method with the existing methods.
These metrics are computed across (m+1) classes.
Additionally, we report F1-Score for ID classes (F1-
ID) and F1-Score for OOS/open class (F1-OPEN)
separately to provide a comprehensive analysis of
our method’s performance. The Implementation
details are provided in Appendix A.

4.1 Description of Datasets

Banking (Casanueva et al., 2020): It is a fine-
grained dataset which consists of 77 intent classes
and 13,083 customer service queries. Here, we
perform intent classification on the queries.

CLINC (OOS) (Larson et al., 2019): It is an out-of-

scope (OOS) dataset, which consists of 150 intent
classes and 23700 query samples. There are 22,500
in-domain queries and 1,200 out-of-scope queries.

Stackoverflow (Xu et al., 2015): It consists of
3,370,528 technical question titles. The processed
version of this dataset is provided by Xu et al.
(2015), which consists of 20 intent classes and each
class contains 1,000 samples.

4.2 Baselines

We perform extensive experiments and compare
with the following state-of-the-art OSR methods:
MSP (Hendrycks and Gimpel, 2017), DOC (Shu
et al., 2017), OPENMAX (Bendale and Boult,
2016), DeepUnk (Lin and Xu, 2019), Softmax (Yan
et al., 2020), SEG (Yan et al., 2020), ADB (Zhang
et al., 2021), SELFSUP (Zhan et al., 2021), and
KNN-Contra (Zhou et al., 2022). For a fair com-
parison, we use the BERT as the backbone network
for all these methods.

4.3 Results and Discussion

We present all results in Table 2 for comparison,
and the best results are highlighted in bold red. Ta-
ble 2 shows F1-Score, F1-OPEN and F1-ID for
the three benchmark datasets with different propor-
tions (25%, 50% or 75%) of ID classes. As can be
observed here, the proposed method SCOOS out-
performs other existing OOS intent detection meth-
ods for all three settings on all three datasets. It
improves the F1-Score without sacrificing the ACC
(refer Table 7 in Appendix B) compared to the ex-
isting methods among all three datasets (minimum
3.7%, and maximum 7.62% improvement of F1-
SCORE for 25% setting). Moreover, it doesn’t only
improve the OOS detection performance, but it also
improves the ID classification performance by a
significant margin among all three datasets (min-
imum 3.68% and maximum 7.76% improvement
of F1-ID for 25% setting). It can be noticed that
when less number of ID classes are available (i.e.,
25%), the performance of the proposed SCOOS is
commendable, compared to when more ID classes



% of ID
Classes

METHODS BANKING CLINC (OOS) STACKOVERFLOW
F1-SCORE F1-OPEN F1-ID F1-SCORE F1-OPEN F1-ID F1-SCORE F1-OPEN F1-ID

25%

‡MSP (Hendrycks and Gimpel, 2017) 50.09 41.43 50.55 47.62 50.88 47.53 37.85 13.03 42.82
‡DOC (Shu et al., 2017) 58.03 61.42 57.85 66.37 81.98 65.96 47.73 41.25 49.02

‡OPENMAX (Bendale and Boult, 2016) 54.14 51.32 54.28 61.99 75.76 61.62 45.98 36.41 47.89
†Softmax (Yan et al., 2020) 58.32 62.52 58.1 67.74 83.04 67.34 50.78 45.52 51.83

†SEG (Yan et al., 2020) 55.68 53.22 55.81 65.44 79.9 65.06 52.83 46.17 54.16
‡DeepUnk (Lin and Xu, 2019) 61.36 70.44 60.88 71.16 87.33 70.73 52.05 49.29 52.6

‡ADB (Zhang et al., 2021) 71.62 84.56 70.94 77.19 91.84 76.8 80.83 90.88 78.82
†SELFSUP (Zhan et al., 2021) 69.93 80.12 69.39 80.73 92.35 80.43 65.64 74.86 63.8

⋆KNN-Contra (Zhou et al., 2022) 77.13 90.19 76.44 - - - 81.61 92.7 79.39
∗DE-OOD (Zhou et al., 2023) 80.35 - - 82.82 - - 87.04 - -

SCOOS (Ours) 84.75 95.29 84.2 84.43 96.32 84.11 87.99 95.98 86.39

50%

‡MSP (Hendrycks and Gimpel, 2017) 71.18 41.19 71.97 70.41 57.62 70.58 63.01 23.99 66.91
‡DOC (Shu et al., 2017) 73.12 55.14 73.59 78.26 79 78.25 62.84 25.44 66.58

‡OPENMAX (Bendale and Boult, 2016) 74.24 54.33 74.76 80.56 81.89 80.54 68.18 45 70.49
†Softmax (Yan et al., 2020) 74.19 60.28 74.56 82.86 84.19 82.84 71.94 56.8 73.45

†SEG (Yan et al., 2020) 76.48 60.42 76.9 79.42 78.02 79.43 74.18 60.89 75.51
‡DeepUnk (Lin and Xu, 2019) 77.53 69.53 77.74 82.16 85.85 82.11 68.01 43.01 70.51

‡ADB (Zhang et al., 2021) 80.9 78.44 80.96 85.05 88.65 85 85.83 87.34 85.68
†SELFSUP (Zhan et al., 2021) 79.21 67.26 79.52 86.67 90.3 86.54 78.55 71.88 79.22

⋆KNN-Contra (Zhou et al., 2022) 83.87 83.58 83.88 - - - 87.18 88.36 87.06
∗DE-OOD (Zhou et al., 2023) - - - - - - - - -

SCOOS (Ours) 86.68 88.11 86.64 88.01 92.05 87.95 88.17 88.83 88.11

75%

‡MSP (Hendrycks and Gimpel, 2017) 83.6 39.23 84.36 82.38 59.08 82.59 77.95 33.96 80.88
‡DOC (Shu et al., 2017) 83.34 50.6 83.91 83.59 72.87 83.69 75.06 16.76 78.95

‡OPENMAX (Bendale and Boult, 2016) 84.07 50.85 84.64 73.16 76.35 73.13 79.78 44.87 82.11
†Softmax (Yan et al., 2020) 84.31 56.9 84.78 89.01 83.12 89.61 82.28 54.07 84.11

†SEG (Yan et al., 2020) 85.66 54.43 86.2 86.57 76.12 86.67 84.78 62.3 86.28
‡DeepUnk (Lin and Xu, 2019) 84.31 58.54 84.75 86.23 81.15 86.27 78.28 37.59 81

‡ADB (Zhang et al., 2021) 85.96 66.47 86.29 88.53 83.92 88.58 85.99 73.86 86.8
†SELFSUP (Zhan et al., 2021) 86.98 60.71 87.47 89.43 86.28 89.46 85.85 65.44 87.22

⋆KNN-Contra (Zhou et al., 2022) 87.07 67.66 87.41 - - - 87.06 74.2 87.92
∗DE-OOD (Zhou et al., 2023) 88.98 - - 91.03 - - 87.61 - -

SCOOS (Ours) 88.4 73.2 88.67 90.17 88.2 90.18 88.01 74.85 88.83

Table 2: Results of OOS intent classification with different proportions (25%, 50% and 75%) of ID classes on
3 benchmark datasets in terms of Macro-F1 (F1-Score), F1-score for ID (F1-ID) and OOS (F1-Open) samples
separately. The results of the baseline methods with ‡ symbols are retrieved from Zhang et al. (2021), the methods
with † symbol are from Zhan et al. (2021), the method with ⋆ symbol is from Zhou et al. (2022), and the method
with ∗ symbol is from Zhou et al. (2023).

(a) 25% (b) 50% (c) 75%

Figure 4: t-SNE visualization of features of ID classes on Stackoverflow dataset. The circle (◦) legend denotes ID
classes, the cross (×) legend denotes to OOS class, and the square (□) legend denotes class names. Different colour
of (◦) represents distinct ID classes.

are available (i.e., 50% and 75%).

4.4 Analysis
This section provides the results of the ablation
study conducted on the Banking dataset. Initially,
we visualize the textual features and class names

in the latent space. Subsequently, we examine the
influence of various individual losses on the dataset.
Furthermore, we conduct an ablation study to eval-
uate the impact of hyperparameters (λw, λrs, λrc,
λcls, λs, and β). Finally, we present results to



underscore the effectiveness of the SVAE in the
proposed method.

Textual Feature and Class Name Visualization
in the Latent Space: To illustrate the trained la-
tent space, we plot the latent space variables of
textual features and class names in the 2-D plane
using t-SNE. The plots are visualized in Figure
4 for Stackoverflow datasets on all three settings
(i.e., 25%, 50%, and 75%). In this figure, × rep-
resents OOS samples, ◦ represents samples from
ID classes with distinct colors for distinct classes,
and □ represents class names. As there is only one
class name corresponding to each class, only one □
with red colour is shown in the plot for each class.
Here, each □ is compactly surrounded by same the
colours of ◦, which means intra-class distance is
minimized well by forming a compact group for
each class. For better visualization, we provide
zoomed snaps from a few parts of the plots, where
each zoomed snap represents different classes of
the Stackoverflow dataset. Moreover, the group
corresponding to each class is well-separated in
the latent space, and all × (i.e., OOS samples) are
erratically dispersed over the latent space.

Significance of Individual Losses: An Ablation
study is conducted to study the significance of the
individual loss functions on the proposed method
SCOOS, and the results are presented in Table 3.
Base-Model with LRes is slightly better than Base-
Model with LRec for all three settings of the Bank-
ing dataset. Moreover, it is observed that the re-
sult further improves with the combination of both
the losses to the Base-Model as shown in Table
2. Finally, the inclusion of the LCA along with
the LRes and LRec to the Base-Model improves
the performance significantly and outperformed all
mentioned state-of-the-art method by a significant
margin (as discussed above).

Effect of Various Hyperparameters ( λw, λrs,
λrc, λcls, λs, and β): We conducted the ablation
study on the coefficient of different losses and pre-
sented results in Table 4 and Table 8, where the
first table provides F1-SCORE and the latter table
provides ACC for the same, which is available in
Table 8 of Appendix D due to space constraints. It
can be analyzed from these tables, the proposed
method is robust towards the hyperparameter val-
ues. Further, we also analyzed the coefficient of
scaled cosine similarity (β) and presented results
in Table 5. As shown in this table, the model is

% METHODS ACC F1 F1-OPEN F1-ID

25

BASE-MODEL

+ LRes 91.13 83.13 94.2 82.55
+ LRec 90.77 82.58 93.96 81.98
+ LRes + LRec 91.72 81.61 94.7 80.92
+ LRes + LRec + LCA(OURS) 92.65 84.75 95.29 84.2

50

BASE-MODEL

+ LRes 84.74 82.1 86.7 81.97
+ LRec 84.47 81.77 86.49 81.65
+ LRes + LRec 85.87 84.28 87.36 84.19
+ LRes + LRec + LCA(OURS) 87.04 86.68 88.11 86.64

75

BASE-MODEL

+ LRes 80.68 85.85 69.73 86.12
+ LRec 79.67 84.93 68.75 85.21
+ LRes + LRec 82.91 87.82 71.98 88.09
+ LRes + LRec + LCA(OURS) 83.79 88.4 73.2 88.67

Table 3: Ablation study on the different kinds of losses.
The results are conducted on Banking on all three set-
tings, i.e., 25%, 50%, and 75%. Base-Model contains
two basic losses (i.e., Lw and Lcls), which are necessary
for all other losses.

robust to β > 5, hence, we use 15 in all our experi-
ments. Further, the effect of latent space dimension
is given in Appendix C.

Value λw λrs λrc λcls λs

0.1 84.75 84.15 84.76 84.41 84.32
0.5 84.73 84.79 84.75 84.54 84.48
1 84.86 84.75 84.75 84.75 84.75
10 82.39 82.59 83.87 84.56 84.5
20 70.28 81.48 83.6 84.78 85.01

Table 4: Ablation of Hyperparameters of different losses
on Banking dataset for 25% ID classes setting. All
presented results in the table are F1-Score.

β ACC F1-SCORE F1-OPEN F1-ID

5 81.81 78.87 87.29 71.05
10 91.13 82.58 94.25 81.96
15 92.65 84.75 95.29 84.2
30 92.75 84.42 95.35 83.85
60 92.49 83.59 95.2 82.98

Table 5: Ablation of coefficient of scaled cosine similar-
ity (β)

Effectiveness of SVAE in the proposed method:
We provide results to emphasize the effectiveness
of SVAE in the proposed method through two stud-
ies: (i) performance of the proposed method with
SVAE replaced by VAE in Table 6. (ii) perfor-
mance of the proposed method without using SVAE
(i.e., Dual-BERT with a classifier) in Table 9. In
Table 6, the proposed method’s performance sig-
nificantly dropped when we used VAE instead of



% Methods ACC F1-SCORE F1-OPEN F1-ID

25
with SVAE 92.65 84.75 95.29 84.2
with VAE 91.03 78.97 94.34 78.17

50
with SVAE 87.04 86.68 88.11 86.64
with VAE 85.93 83.66 87.64 83.56

75
with SVAE 83.79 88.4 73.2 88.67
with VAE 81.16 85.95 71.04 86.21

Table 6: Ablation when SVAE is replaced by VAE

SVAE. Hence, it is evident that the SVAE is a suit-
able candidate. Further, the second analysis, i.e.,
the Dual-BERT with a classifier is provided in Ta-
ble 9 of Appendix E due to space constraints.

5 Conclusion

In this paper, we propose an unsupervised out-of-
scope intent detection method, namely, Semantics
of Class Label-based Unsupervised out-of-scope
intent detection (SCOOS). For the first time in lit-
erature, we explored leveraging the semantics of
the In Domain (ID) class labels during training to
aid better representations of the ID samples, so that
the OOS intents can be accurately detected. Specif-
ically, we align the representations of the ID class
samples to the representations of the semantics of
the class labels. Performance studies in comparison
with SOTA methods for OOS detection show the
stellar performance of the proposed method. Ab-
lation studies showed that the alignment between
sentence and class name is very critical for accurate
OOS intent detection. Future work may involve
classifying the OOS intents further (m + n) and
adapting the model with detected intents.

Limitations

Our proposed method outperformed all methods in
all three settings, i.e., 25%, 50%, and 75%. How-
ever, the proposed method works only when a suf-
ficient number of ID samples are available, it will
not work in the case when only a few samples are
available. Moreover, it also cannot handle data
in real-world, which contains unlabelled and non-
stationary data. It opens scope for the further im-
provement of the proposed method.

Ethical Concern

In this work, we have used AI assistance of Chat-
GPT only for paraphrasing and polishing our con-
tent. All our results are reproducible, and the im-
plementation details are provided in the Appendix.
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A Implementation Details

The proposed method consists of two BERT en-
coders and two SVAEs: one for sentence and the
other for class name. In the experiment, we use the
BERT as a pre-trained model with the learning rate
5e-5 and output dimension of 768 and implemented
using Huggingface Transformers in PyTorch. Fur-
ther, SAVE consists of an encoder and a decoder,
where both consist of two fully connected layers.
The encoder’s hidden node size is 512 and is fol-
lowed by ReLU, and the output layer is passed
to two different fully connected layers to generate
mean (dimension=64) and concentration parameter
(dimension=1) for vMF distribution. The mean is
further normalized to make it a unit hypersphere.
In the decoder, the hidden node size is 512, which
is followed by ReLU, and the output layer’s dimen-
sion is 768. The learning rate for SVAE is 1e-4.
We kept the same set of parameters for both SVAEs.
Moreover, the latent space variable is passed to a
linear Softmax classification layer. For training the
overall model, we use the Adam optimizer and the
batch size is 128. The hyper-parameters λs, λw,
λrs, λrc, and λcls for different losses are set to 1.0,
0.1, 1.0, 1.0, and 1.0, respectively for all the ex-
periments. Further, we set the coefficient of scaled
cosine similarity (β) at 15 and the rejection ratio
(Ω) is set to 95% for all cases. The threshold α
is estimated from Eq. (8) by setting the rejection
ratio (Ω = 95%) of the ID samples used in train-
ing. Here, the threshold α is estimated such that
95% of the samples used in the training must be
classified as ID by the model. We performed all of
our experiments on an AMD EPYC 7763 64-core
Processor with an NVIDIA A40 graphics card.

B Results in terms of (m+ 1)-Accuracy
(ACC)

Apart from the Macro-F1 (F1-Score) in the main
results Table 2, we also present the results in term
of m+1)-Accuracy (ACC) along with F1-Score for
a fair comparison in Table 7. The proposed method
still outperformed all existing methods when com-
pared in terms of m+ 1)-Accuracy (ACC).

C Impact of Latent Space Dimensions

In this analysis, we study the robustness of the pro-
posed method SCOOS with respect to latent space
dimensions. We experiment over ranges of latent
dimensions [16, 32, 64, 128, 256] on the banking
dataset for all three settings and provide the plot

Figure 5: Impact of latent space dimensions

in Figure 5. While higher dimensions of the latent
space allow for more freedom of representation at
the cost of a large network, lower dimensions al-
low for a more compact feature representation at
the cost of representational freedom. Therefore,
care should be exercised in choosing the latent di-
mensions with a good balance of both. Similar
observations can be made from Figure 5 in all three
settings, where F-Score initially increased with in-
creasing latent dimensions, then it either flattens
or starts declining. It means 60 − 130 is a good
range for capturing the best features of text data
and class names by the proposed method. Through
these experiments, we select a latent dimension of
64 for all the experiments in the paper.

D Ablation of Hyperparameters of
different losses

The first part of this analysis is provided in Section
4.4 of the main paper. More specifically, the same
analysis is provided in terms of F1-Score (in Table
4 of the main paper) and Accuracy (in Table 8 of
this appendix).

E Proposed method with and without
using SVAE

First analysis is provided in Section 4.4 of the main
paper and the second analysis is provided here due
to space constraints. It is evident from Table 9,
although the Dual-BERT with classifier model has
a decent performance without the SVAE, its perfor-
mance drops substantially (F1 score drops by 5%)
in the 25% ID-class setting.

F How vMF distribution helps in OOS
detection?

We first present the vMF distribution for identifying
the oos label and then explain the mean direction
and concentration, for clarity.



% of ID
Classes

METHODS BANKING CLINC (OOS) STACKOVERFLOW
ACC F1-SCORE ACC F1-SCORE ACC F1-SCORE

25%

‡MSP (Hendrycks and Gimpel, 2017) 43.67 50.09 47.02 47.62 28.67 37.85
‡DOC (Shu et al., 2017) 56.99 58.03 74.97 66.37 42.74 47.73

‡OPENMAX (Bendale and Boult, 2016) 49.94 54.14 68.5 61.99 40.28 45.98
†Softmax (Yan et al., 2020) 57.88 58.32 76.5 67.74 46.17 50.78

†SEG (Yan et al., 2020) 51.11 55.68 72.86 65.44 47 52.83
‡DeepUnk (Lin and Xu, 2019) 64.21 61.36 81.43 71.16 47.84 52.05

‡ADB (Zhang et al., 2021) 78.85 71.62 87.59 77.19 86.72 80.83
†SELFSUP (Zhan et al., 2021) 74.11 69.93 88.44 80.73 68.74 65.64

⋆KNN-Contra (Zhou et al., 2022) 85.62 77.13 - - 89.04 81.61
∗DE-OOD (Zhou et al., 2023) 89.0 80.35 92.38 82.82 93.09 87.04

∗OLT (Zhou et al., 2024) - - - - - -
SCOOS (Ours) 92.65 84.75 93.98 84.43 93.76 87.99

50%

‡MSP (Hendrycks and Gimpel, 2017) 59.73 71.18 62.96 70.41 52.42 63.01
‡DOC (Shu et al., 2017) 64.81 73.12 77.16 78.26 52.53 62.84

‡OPENMAX (Bendale and Boult, 2016) 65.31 74.24 80.11 80.56 60.35 68.18
†Softmax (Yan et al., 2020) 67.44 74.19 82.47 82.86 65.96 71.94

†SEG (Yan et al., 2020) 68.44 76.48 77.05 79.42 68.5 74.18
‡DeepUnk (Lin and Xu, 2019) 72.73 77.53 83.35 82.16 58.98 68.01

‡ADB (Zhang et al., 2021) 78.86 80.9 86.54 85.05 86.4 85.83
†SELFSUP (Zhan et al., 2021) 72.69 79.21 88.33 86.67 75.08 78.55

⋆KNN-Contra (Zhou et al., 2022) 83.14 83.87 - - 87.62 87.18
∗DE-OOD (Zhou et al., 2023) - - - - - -

∗OLT (Zhou et al., 2024) - - - - - -
SCOOS (Ours) 87.04 86.68 90.13 88.01 88.33 88.17

75%

‡MSP (Hendrycks and Gimpel, 2017) 75.89 83.6 74.07 82.38 72.17 77.95
‡DOC (Shu et al., 2017) 76.77 83.34 78.73 83.59 68.91 75.06

‡OPENMAX (Bendale and Boult, 2016) 77.45 84.07 76.8 73.16 74.42 79.78
†Softmax (Yan et al., 2020) 78.2 84.31 86.26 89.01 77.41 82.28

†SEG (Yan et al., 2020) 78.87 85.66 81.92 86.57 80.83 84.78
‡DeepUnk (Lin and Xu, 2019) 78.52 84.31 83.71 86.23 72.33 78.28

‡ADB (Zhang et al., 2021) 81.08 85.96 86.32 88.53 82.78 85.99
†SELFSUP (Zhan et al., 2021) 81.07 86.98 88.08 89.43 81.71 85.85

⋆KNN-Contra (Zhou et al., 2022) 81.77 87.07 - - 83.85 87.06
∗DE-OOD (Zhou et al., 2023) 85.2 88.98 89.32 91.03 84.76 87.61

∗OLT (Zhou et al., 2024) 82.89 - 92.3 - 75.92 -
SCOOS (Ours) 83.79 88.4 89.34 90.17 84.93 88.01

Table 7: Results of OOS intent classification with different proportions (25%, 50% and 75%) of ID classes on 3
benchmark datasets in terms of (m+ 1)-Accuracy (ACC) and Macro-F1 (F1-Score). The results of the baseline
methods with ‡ symbols are retrieved from Zhang et al. (2021), the methods with † symbol are from Zhan
et al. (2021), the method with ⋆ symbol is from Zhou et al. (2022), and the method with ∗ symbol is from their
corresponding paper.

Value λw λrs λrc λcls λs

0.1 92.65 92.3 92.65 92.49 92.78
0.5 92.69 92.69 92.65 92.59 92.49
1 92.78 92.65 92.65 92.65 92.65
10 91.65 91.16 92.07 92.53 92.78
20 88.95 90.32 91.97 92.72 92.95

Table 8: Ablation of Hyperparameters of different losses
on Banking dataset for 25% ID classes setting. All
presented results in the table are Accuracy.

% Methods ACC F1-
SCORE

F1-
OPEN

F1-
ID

25
SCOOS 92.65 84.75 95.29 84.2

Dual-Bert +
Classifier

88.95 79.76 92.87 79.07

50
SCOOS 87.04 86.68 88.11 86.64

Dual-Bert +
Classifier

85.48 84.52 86.97 84.45

75
SCOOS 83.79 88.4 73.2 88.67

Dual-Bert +
Classifier

81.77 86.54 70.66 86.82

Table 9: Performance comparison of the proposed
method with and without using SVAE(i.e., only Dual-
BERT with a classifier)

The von Mises-Fisher (vMF) distribution for
identifying oos label: The proposed out-of-scope
intent classifier learns a shared latent space for
both input sequences (Sentences) and the seman-



tics (class label) in order to learn a bounded man-
ifold for each ID class. The distributions of both
characteristics are class-wise aligned in the la-
tent space. The Hyper-Spherical Variational Auto-
Encoder (SVAE) helps to construct the latent space
on a unit hyper-sphere, which is different from the
prior latent distribution technique of VAE. Partic-
ularly, the von Mises-Fisher (vMF) distribution,
whose mean direction (µ(v) and µ(u)) and con-
centration (κ(v) and κ(u)) are connected to the
relevant class label, is urged to be aligned with the
estimated posterior of each input sentence. Since
it is simple to determine the manifold border, each
class can be represented by a vMF distribution on
the unit hyper-sphere. Additionally, the class center
may be thought of as the mean direction anticipated
by the semantic property. If a sample is projected
onto the manifold, we may tell by using the bound-
ary and the class center whether that sample be-
longs to (m+1) ID classes or OOS class. These
vMF distributions of the sentence and class embed-
dings are approximated by the S-Enc and C-Enc,
respectively. As described in Appendix A, both en-
coders (S-Enc and C-Enc) consist of two fully con-
nected layers. The encoder’s hidden node size is
512 and is followed by ReLU, and the output layer
is passed to two different fully connected layers to
generate mean (dimension=64) and concentration
parameter (dimension=1) for vMF distribution.

We would like to point out that the vMF dis-
tribution is not directly used for OOS detection.
Rather, as shown in Fig 4 of the main paper, it is
used as a posterior distribution of encoder to get
better embeddings of the ID class samples in the
latent space such that the ID class sentence embed-
dings (denoted by ’o’) and the corresponding class
name embeddings (denoted by squares) form com-
pact clusters while the OOS samples are scattered
around the clusters (denoted by yellow ’x’). OOS
detection is performed based on how close a sen-
tence is to its class embedding in the latent space
based on the cosine similarity. If the sentence is
close to its class embeddings, then it is considered
as ID else it is categorized as OOS. How close a
sample should be to the class embedding for it to
be considered as ID is determined by the thresh-
old (α). It is worth noting that if we use normal
distribution instead of vMF distribution then the
performance degraded by 3− 6% as shown in the
table of the main paper.

Computation of mean direction (µ) and con-
centration (κ): The S-Enc approximates u as

qθs(zs|u) = q(zs|µ(u), κ(u)), where zs denotes
latent space representations of sentence embed-
dings, µ(u) and κ(u) represents the mean direc-
tion and the concentration around µ(u), respec-
tively. Similarly, the C-Enc approximates v as
qθs(zc|v) = q(zc|µ(v), κ(v)), where zc denotes
latent space representations of class embeddings,
µ(v) and κ(v) represent the mean direction and
the concentration around µ(v), respectively. In
the S-Enc and C-Enc, both prior and posterior dis-
tributions are based on vMF distributions in the
hypersphere. We briefly explain the S-Enc used to
obtain the µ(u) and κ(u), and the explanation also
applies to the C-enc used to obtain µ(v) and κ(v)
as follows:

q(zs|µ(u), κ(u)) = Cm(κ(u)) exp(κ(u)µ(u)T zs)
(10)

Cm(κ(u)) =
κ(u)m/2− 1

(2π)m/2Im/2−1(κ(u))
, (11)

where µ(u) ∈ Rm, ||µ(u)||2 = 1 denotes the mean
direction on the hypersphere and κ(u) ∈ R≥0 de-
notes the concentration around µ(u). Cm(κ(u)) is
the normalizing constant, and Im is the modified
Bessel function of the first kind at order m. As our
objective is to minimize the Wasserstein distance
between the latent spaces of both encoders to align
both representations, we compute this distance us-
ing the Sinkhorn iteration algorithm.

G Why to choose ablation over 25% case?

As the proportion of categories within the domain
increases, the setting moves towards closed-world.
In the near closed-world setting (75% ID classes),
generally, all methods performed well as it entails
a large number of ID samples which enables it
for better classification. In such a setting (75%
ID classes), even a simple threshold-based method
(MSP) performs well. Moreover, as a large number
of ID class labels are readily available in such a
setting, any supervised learning model can also be
used with a simple threshold for OOS detection,
and they will yield decent performance in OOS
detection. However, the setting with lower ID sam-
ples (For eg. 25% ID classes) is more challenging,
where the proposed method outperforms the simple
threshold-based MSP by 34.66% on the Banking
dataset. It should be noted that a good OOS detec-
tion algorithm should be able to learn from a small
set of ID samples, which our proposed method does
as it performs much better than SOTA in the 25%
ID class setting.
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