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1 Motivation

Graphs are universal in real-world scenarios

Graph mining can improve users’ experiences

Images from the Internet.

Facebook Social Network Alibaba E-commerce Graph



1 Motivation Graph Embedding

Graph Embedding

◼ cannot preserve the heterogeneous semantics

◼ cannot preserve the dynamic evolutions

Drawbacks of existing models



1 Motivation Dynamic Heterogeneous Graph

Dynamic Heterogeneous Graph (DHG)

◼Multiple dynamic events

◼ historical events excite current interaction

we focus on the problem of dynamic 

heterogeneous graph embedding



1 Motivation challenges

How to model the continuous dynamics of heterogeneous interactions?

• heterogeneous formation process

How to model the complex influence of different semantics?

• historical events are heterogeneous

• current interactions are heterogeneous 

• excitations continuously decay 
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2 HPGE Overall framework

Overall framework of HPGE.

formation process modeling of DHGheterogeneous excitation modeling
efficient excitation sampling 



2 HPGE Heterogeneous Conditional Intensity

Heterogeneous Conditional Intensity 

Event1

Event2
Event3 Event4

Type-aware influence 



2 HPGE Heterogeneous evolved attention mechanism

Event-level excitation via intra-attention

Semantic-level excitation via inter-attention

Heterogeneous evolved attention



2 HPGE Temporal Importance Sampling

Temporal Importance Sampling (TIS)

Samper

Estimator



2 HPGE Optimization objective

Loss Function

Link prediction

Node classification

……Heterogeneous Hawkes process loss

Regularization of parameters
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3 Experiments Datasets & Baselines & Tasks

Datasets Baselines

◆M2V. & HEP & HAN & HGT

◆CTDNE & E.GCN & M2DNE

◆DHNE & DyHNE & DyHATR

Tasks

◆Effectiveness analysis

➢ Node classification

➢ Temporal Link Prediction

◆Model analysis



3 Experiments Effectiveness analysis

Node classification



3 Experiments Effectiveness analysis

13

Temporal link prediction



3 Experiments Model Analysis

Effective attention mechanism

• Effectiveness of intra-attention of events: all-att vs. inter-att vs. no-att

• Effectiveness of inter-attention of semantics: all-att vs. intra-att vs. no-att



3 Experiments Model Analysis

Effective sampling strategy & Effective sample size 

Effective evolution modeling
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4 Conclusions

◼We study the problem of dynamic heterogeneous graph embedding via 

heterogeneous Hawkes process .

◼ To make full use of dynamic and heterogeneous information, we propose the 

HPGE to model the formation process of temporal heterogeneous 

interactions by considering both event-level and semantic-level excitation to 

preserve all dynamics and semantics.

◼ Experimental results on three real-world datasets demonstrate the 

effectiveness of our proposed model.
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Thank you ! 
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