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1 Background HGs and HGNNs

1

◼Multiple types of nodes and edges;

◼Rich and diverse semantics;

Heterogeneous graphs (HGs) 

Heterogeneous graph neural networks 

(HGNNs) 

◼Defines and leverages metapaths

preserve semantics and model heterogeneous structure 

◼ Classical paradigm

hierarchical aggregation at node and semantic level

CIKM 2021
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1 Background Motivation

◼ Rich unstructured text content carried by nodes 

such as paper abstracts, descriptions or reviews, 

are also pervasive in HGs. 

2

◼ Text content is often a mixture of semantics 

arising from multi-facet topic-aware factors, which 

fundamentally manifest why nodes of different 

types would connect and form a specific 

heterogeneous structure.

◼ Such topic-aware semantics are more fine-grained 

than structural semantics for link prediction. 
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1 Background Prior Efforts

◼ Disentangled learning in HGNNs

2

Only focuses on a coarse-grained level to 

automatically factorize structural semantics.

Only focuses on local level avoid metapath selection 

only from neighbor nodes. 

Cannot further recognize and unveil more fined-grained 

semantics underlying the bare node connections. 
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1 Background Our approach

2

◼ Our approach

Exploit both heterogeneous 
structures and unstructured text 
content 

learn multi-facet topic-aware 
representations for link prediction

Identify the potential but fundamental 
topic-aware factors 

Challenges

No explicit labels indicating 
the topic-aware factors 

How to combine both 
structural and topic-aware 

semantics 

How to to preserve the global 
characteristics of topic-aware 

semantics 

Method

Intra-metapath
decomposition

Inter-metapath
mergence

Method Method

Topic prior 
guidance 

Topic-aware Heterogeneous Graph Neural Network 

(THGNN)
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2 THGNN Our proposed method

4

Topic-aware Heterogeneous Graph Neural Network 

(THGNN)
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2 Multi-facet Projection 

5

• There exists 𝐾 potential topic-aware subspaces in the HG:

Multi-facet Projection 

THGNN CIKM 2021
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• Sampling Strategy :

Given a node 𝑢 with multi-facet factors in the HG, sample some 

metapath-based contexts via different metapaths 
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2 Multi-facet Heterogeneous Graph Neural Network 

5

• Intra-metapath Decomposition. (step 1) 

Multi-facet Heterogeneous Graph Neural Network 

THGNN
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It generates 𝑃 groups of metapath-specific multi-

facet topic-aware representations for 𝑢, denoted as: 

the set of selected metapaths: 
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2 Multi-facet Heterogeneous Graph Neural Network 

5

• Inter-metapath Mergence. (step 2) 

Multi-facet Heterogeneous Graph Neural Network 
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For a text-related node 𝑣, let
without any iteration 
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2 Topic Prior Guidance 

5

Topic Prior Guidance 

THGNN
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• There might be still confounding among different topic-aware 

subspaces.

• It’s difficult to capture global knowledge from 𝐾 potential 

topic-aware subspaces we assume.
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2 GNUD

9

Model Training

◼ We estimate the similarity for a training pair (𝑢, 𝑣) through

• Only one node with multi-facet factors in training pair (𝑢,𝑣): assuming that 𝑢 is the only node with 

multi-facet factors , then 

◼ The loss of graph reconstruction in two major learning paradigms:

• Both are nodes with multi-facet factors in training pair (𝑢,𝑣): 

◼ The overall training loss:
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3 Experiments

10

Datasets

• Q1: How does THGNN perform in link prediction task compared with state-of-the-art methods? 

• Q2: How does topic prior guidance affect the result of THGNN? 

• Q3: Can THGNN capture multi-facet topic-aware semantics? 
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3 Experiments

11

◼ Our model consistently performs better than all baselines on three datasets.

◼ It indicates the effectiveness of both structural and topic-aware semantics. 

Link Prediction (Q1) CIKM 2021
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3 Experiments
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Analysis of Topic Prior Guidance (Q2) CIKM 2021
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3 Experiments

11

◼ The topic prior guidance plays an 

important role on giving more 

orthogonality and keeping the quality of 

multi-facet topic-aware embeddings. 

Multi-facet Embedding Visualization (Q3) CIKM 2021
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4 Conclusions

◼ We proposed to identify and reason multi-facet topic-aware factors underlying the bare 

connections between associated nodes, by taking advantage of both heterogeneous 

structures and unstructured text content in HGs;

◼ We proposed a novel framework THGNN for link prediction to distinctively aggregate 

rich heterogeneous information according to the inferential multi-facet topic-aware 

factors ;

◼ We incorporated a topic prior guidance module, which aims to leverage global 

knowledge from unstructured text content, to further improving the quality of multi-facet 

topic-aware embeddings；

◼ Experiments show that the learned multi-facet topic-aware node embeddings are more 

predictive and interpretable. 
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Thank you ! 

More materials in http://shichuan.org
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