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1 Introduction Graph Neural Networks

Graph Neural Network (GNN)

Various Applications of GNN

GCN GraphSAGE GAT

Recommendation System

……

Polypharmacy



1 Introduction Label Scarcity on Graph Data

➢ However, labeled data is usually expensive or infeasible to obtain

GNNs need abundant task-specific labeled → Better results

➢ Unlabeled data (i.e., the whole graph) is abundant

➢ Recent progresses of pre-training in CV and NLP relieve the 

reliance on labeled data, and some recent works propose to 

pre-train GNNs in a self-supervised manner

Learning from Unlabeled Data → Pre-training



1 Introduction Heterogeneous Graphs 

Existing pre-training methods for GNNs

Heterogeneous Graphs and meta graph

➢ They are mainly designed for homogeneous graphs

Large heterogeneous graphs with different relations and rich semantics



1 Introduction Motivation

Two fundamental problems

◆1. How to distinguish and tailor to different types of nodes and edges 

during pre-training 

➢ Defining  characteristics of a heterogeneous graph …… → different node and edge types 

◆2. How to further preserve high-order semantic contexts during pre-training 

➢ High-order semantics   → advanced structures for pre-training (i.e., meta-graph)
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2 CPT-HG Overall architecture

CPT-HG

Leverage contrastive pre-training tasks on relation- and subgraph-level, which captures both the 

semantic and structural properties for pre-training GNNs on heterogeneous graph

• Relation-level:  differentiate the relation 

type between two nodes

• Subgraph-level: captures high-order 

structure and embodies complex 

multiparty relationships



2 CPT-HG

Relation-level Pre-training Task

1. Select negative samples from the unrelated node

<author1, “writes”, paper2>

<author1, “writes”, institute1>
<author1, “writes”, paper1>

Encode the relational semantics which constitute the basis of heterogeneity

2. Select negative samples from the inconsistent relation

<author1, “joins”, conference>

<author1, “writes”, paper2>
<author1, “writes”, paper1>



2 CPT-HG

Relation-level Pre-training Task

Persevere the high-order semantic contexts on a heterogeneous graph

• Structural Positive Samples

capture local connectivity and semantic contexts.

• Queued Negative Samples

negative samples from the latest positive sample,

which leads the contrastive procedure more efficient……

Negative QueueIN OUT



2 PT-HGNN Schema-level pre-training task

Subgraph-level pre-training task

center node with context nodes 

GNN

Pooling

Node

embedding
Context

embedding

Same meta-graph instance

Positive

Different meta-graph instance

Negative

Encoder

sampling according to meta-graph
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3 Experiments Baselines & Datasets

Baselines

◆ GAE

◆ DGI

◆ No-Pretrain

◆ GPT-GNN

◆ EdgePred

Datasets and statistics



3 Experiments

Experiment results on Node classification and Link Prediction

• The improvements suggest that the contrastive 

pre-training on heterogeneous graphs is capable 

of learning transferable knowledge

• Both self-supervised tasks in GPT-GNN

help the pre-training framework 

➢ Relation-level contrastive task

➢ Subgraph-level contrastive task



3 Experiments

Ablation study

• The semantic relations encoded in CPT-HG𝑟𝑒𝑙 seem more 

important for node representations in heterogeneous graph 

• CPT-HG𝑠𝑢𝑏 significantly improves the link prediction 

performance by focusing on modeling subgraph

structures in a graph. 
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4 Conclusion

Conclusion

➢ CPT-HG, which is a pre-training framework, enables the GNN to 

capture heterogeneous semantics and structural properties

➢Extensive experiments three real-world heterogeneous graphs


