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GO graph 

To construct GO graph, following Peng et al. (2016), we first calculate semantic similarity 

matrix 𝑀𝑔 ∈ ℝ𝑁𝑝×𝑁𝑝 for proteins based on their GO terms. 𝑁𝑝 means the number of proteins. 

After that, we implement random walk with restart (RWR) algorithm on the semantic similarity 

matrix 𝑀𝑔  to extract more important interactive pairs by selecting the top-𝑡  neighbors as 

interaction pairs for a given protein. Formally, RWR can be formulated as follows: 

𝑝𝑖
𝑡+1 = (1 − 𝛾)𝑀𝑝𝑖

𝑡 + 𝛾𝑥𝑖 , 

where 𝑝𝑖
𝑡  represents the probabilities of reaching other nodes at the time 𝑡 starting from the 𝑖-

th node. 𝑀 is transition probability matrix obtained by normalizing the similarity matrix 𝑀𝑔 

and 𝛾  is the restart probability (empirically, we set 𝛾  as 0.9). 𝑥𝑖 ∈ ℝ𝑁𝑝  denotes original 

probability vector of node 𝑖 and 𝑥𝑖𝑗 = 1 if 𝑗 = 𝑖, otherwise 0. For a given node 𝑖, we prioritize 

the probability scores of all neighbors and select the top-𝑡 neighbors as its interactive pairs to 

construct GO graph 𝒢𝑔.  

Baselines 

In this work, we validate the performance of our model via two tasks, i.e., SL prediction and 

DTI prediction. We introduce eight state-of-the-art baseline methods for SL prediction as 

follows: 

• SL2MF (Liu et al., 2019) is a logic matrix factorization-based method for SL prediction. 

It extracts gene features from GO (i.e., BP) and PPI network. 

• GRSMF (Huang et al., 2019) is a graph regularized self-representative matrix 

factorization algorithm for SL prediction. It leverages gene functional similarity 

calculated based on GO (i.e., BP) as gene features. 

• GCATSL (Long et al., 2021) is a novel graph attention network-based model developed 

for SL prediction. It constructs three different categories of feature graphs. The first 

two feature graphs are built from GO (i.e., BP and CC).  The third feature is PPI network.  

• SLMGAE (Hao et al., 2021) is a multi-view graph auto-encoder based method to 

predict SL pairs. It takes SL graph as main view and constructs three support views by 

extracting gene feature matrices from GO (i.e., BP and CC) and PPI network. For each 

view, SL adjacency matrix is utilized as node features and shared by different views.  

• DDGCN (Cai et al., 2020) is a dual-dropout graph convolutional network model for SL 

prediction. It takes SL adjacency matrix as node features. 

Meanwhile, we introduce five state-of-the-art deep learning methods for DTI prediction as 

follows: 



• NeoDTI (Wan et al., 2019) is an end-to-end deep learning model to predict drug-target 

interactions (DTIs). It integrates multiple sources of biological data to construct a 

heterogeneous network for DTI prediction, such as drug structure similarity, drug-side-

effect associations, drug/protein-disease associations, etc.  

• DeepDTA (Öztürk et al., 2018) is a deep learning model that uses drug structures and 

proteins sequences to predict drug-target binding affinity. 

• MolTrans (Huang et al., 2021) is a Transformer-based framework for DTI prediction. 

It encodes drug structures and protein sequences to learn features for drugs and proteins, 

respectively. 

• DeepConv-DTI (Lee et al., 2019) is a convolutional neural network-based model for 

DTI prediction. It uses protein sequences and drug fingerprints to construct input 

features for proteins and drugs, respectively. 

• GraphDTA (Nguyen et al., 2021) is a graph neural network based method for drug-

target binding affinity prediction. It leverages drug structures and protein sequences to 

learn representations for drugs and proteins, respectively. 
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