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• Graph few-shot learning deals with label scarcity on graphs.

• Pre-trained GNNs have promoted the advancement of graph few-shot learning by providing rich graph knowledge via large-

scale label-free training.

• For economic and security considerations, pre-trained GNNs might be accessed only via Model-as-a-Service (Black-box).

Challenges

Graph Meta-learning with Black-box Pre-trained GNNs (Meta-BP)

• When applying pre-trained GNNs in few-shot learning:
❖ Task Gap: Pre-training objectives may include task-

irrelevant information for downstream few-shot tasks.

❖ Black-box Setting: Conventional fine-tuning isn’t applicable 

without access to internal gradients.

❖ Overfitting: Limited meta-training tasks can lead to 

memorization and poor generalization

• Receives output representations 

(denoted as O) from the black-box 

pre-trained GNN as the initial

embeddings of GML

• Pre-computes neighbor

abstractions with graph topology

• Fuses node features and neighbor 

abstractions by linear 

transformation
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Key Idea

• Leverage a lightweight graph meta-learner, enabling:

✓ Capturing just task-relevant knowledge needed for 

downstream node classification

✓ Leveraging outputs from black-box pre-trained GNNs, no

access to the gradients or parameters

✓ Fast adapting to novel few-shot tasks with a compact 

subnetwork.

• Outputs include both task-relevant 

and task-irrelevant information.

• Information bottleneck: learning 

node representations Z to be:

o a minimal knowledge (simplest 

mapping) from the pre-trained 

GNN

o yet sufficient to adapt well to 

meta-tasks

• Neural estimation: using neural

networks to efficiently estimate I(O,

Z) alongside meta-optimization

=

classification lossconstant

• Extracts a sparse subnetwork from 

GML based on capacity ratio c

o deals with overparameterization 

and overfitting the insufficient 

meta-training tasks

o inspired by the Lottery Ticket 

Hypothesis to learn a binary

mask of GML parameters

Experiments
• Evaluated on four real-world graph datasets

• For node classification under various N-way K-

shot settings

Parameter sensitivity: training Meta-BP

with varying capacity ratios

Parameter efficiency: the number of 

parameters shows the extracted final

subnetwork for adaptation is much smaller

• ℒI: Minimal sufficient information 

extraction during meta-

optimization

• ℒs: Subnetwork extraction during

meta-optimization

• Total loss:

Pretrained model impact: performance

varies with different pre-trained backbones

Graph Meta-Learner (GML)

Optimization
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