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Motivation

1. How to unify  heterogeneous graphs with homogeneous graphs?

2. How to design a prompt to narrow the gaps caused by feature and heterogeneity?

▪ “Pre-train, prompting” 

paradigm [1,2] hasn’t been 

explored on 

heterogeneous graphs.

▪ Divergence between pre-

training and downstream 

tasks not only lies in 

different objectives of 

tasks, but also diverse 

types of graphs.
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The proposed model: HGPrompt
Comparison with GraphPrompt

Overall framework

Experiments

Homogenous GNNs: GCN , GAT    Heterogeneous GNNs: Simple-HGN[3], HAT

Homogenous graph pre-training & fine-tuning: DGI, InfoGraph, GraphCL

Heterogeneous graph pre-training & fine-tuning: CPT-HG, HeCo

Homogenous graph pre-training & prompting: GPPT[4], GraphPrompt
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Conclusion

▪ Problem 

o Prompting on heterogeneous graphs

▪ Motivation
o Transfer pre-trained knowledge from homogeneous/heterogeneous 

graph to downstream heterogeneous tasks

▪ Proposed model: HGPrompt
o Dual templates unify not only pre-training and downstream tasks, but 

also various graph types
o Dual prompts narrow the gap caused by not only feature variations but 

also  heterogeneity differences.
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