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Graph Representation Learning

« Graph embedding approaches
— DeepWalk [1], node2vec [2], ...

 Graph neural networks (GNNSs) [3,4,5] Gs) D
bl = ML (WY i e N )6 6)
Message paAssi/ngfunction @ @

[1] Perozzi B., et al. 2014. Deepwalk: Online learning of social representations. KDD.

[2] Grover A., et al. 2014. node2vec: Scalable feature learning for networks. KDD.

[3] Kipf, T. N., et al. 2017. Semi-supervised classification with graph convolutional networks. ICLR.
[4] Velickovié, P., et al. 2018. Graph attention networks. ICLR.

[5] Hamilton W L., et al. 2017. Inductive representation learning on large graphs. NeurlPS.
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Fairness vs Degree Fairness in GNNs

 Fairness in GNNs

— Source

* Sensitive attributes (e.g., gender, age, or race)
— Some related methods

» Filters to debias: CFC [1]

* Adversarial learning paradigm: [1,2]

e Degree Fairness in GNNs
— Source
* Neighborhood structure (degree)

— Outcome
* Differential node behaviors and biased outcomes
— Goal
* Achieve equitable outcomes for nodes of different degrees
[1] Bose, A., et al. 2019. Compositional fairness constraints for graph embeddings. In ICML, 715-724.

[2] Dai, E., et al. 2019. Say No to the Discrimination: Learning Fair Graph Neural Networks with Limited Sensitive Attribute Information. In
WSDM, 680-688.
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Degree Fairness in GNNs

« QOur goal

— Degree fairness in graph neural networks
* Non-trivial

— Neighborhood sampling

* Cannot address this issue
e Information loss

— Degree vs sensitive attributes
* Prior works do not debias neighborhood aggregation
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Problem Formulation (1) generalized degree

» Generalized degree

— Source of degree bias
 Neighborhood & local context

— Local context
Cr={v €V |dw,v) <r}

— Generalized degree
deg,.(v) = [A"1],
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Problem Formulation (2): generalized degree fairness

* Generalized degree fairness (Statistical Parity [1] and Equal Opportunity [2])
— Generalized degree groups
* mgroups: Gi,...,Gm dy <dy < ... <dpes

Gi={veV|d; <deg.(v) <dit1} di = minyey deg,.(v)

] ] dpm41 = max,cy deg,. (v)+1
— Generalized degree metrics -

» Degree Statistical Parity (DSP)
P(jy = ylv € Gi) = P(v = ylv € G;)
* Degree Equal Opportunity (DEO)

P@'v :y‘yv :yavegi) :P(Qv :y‘yv :y,’UEQj)

[1] Dwork, C., et al. 2012. Fairness through awareness. In ITCS, 214-226.
[2] Hardt, M., et al. 2016. Equality of Opportunity in Supervised Learning. In NeurIPS, 3315-3323.
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DegFairGNN: overall framework
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Structural Contrast

High-degree node v

« Contrastive strategy
— Low-degree nodes S and high-degree nodes S,

— Neighborhood aggregation T |
- Only access its one-hop contexts in each layer 5@ o O

Low-degree node u

— Definition of the two groups
So ={v eV |deg(v) < K
S =V\S

(b) Structural contrast

T~ threshold
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Debiasing Neighborhood Aggregation (1)

° DebiaSing function Debiasing function Mo““‘éﬁ?‘_’..@@j encoder
— Low-degree node D"'g: i J\ o @ . N
i M/ I
U E SO ’ D (u; g(l)) G Rdl Context e:ibedding Dces:;zi’:g ©)
— High-degreenode e o :
. l dl Context embeddin; fo;a;’c”
v €S, Dw;07) €R S s Y

>\t ! - @
\\FC omplement’,

Degree encoding

« Requirement of debiasing function
— Comprehensiveness
— Adaptiveness

(c) Debiasing neighborhood aggregation
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Debiasing Neighborhood Aggregation (2)

« Comprehensiveness
— Context embedding
¢, =PooL({h!™! |u e C,(v)})
— Debiasing function
D(v;0;) = f(ch;0..)

« Adaptiveness
D(v;6,) = (7, +1) O f(cy;0;,.) + B,

Yo = ¢y (8'(v);0L), BL = ¢6(5l(’v\};92)

Degree encoding

— Degree encoding
(61 (v)]2; = sin(deg, (v)/10000%¥/ %)
[64(v)]2i11 =cos(deg; (v)/10000%/ )
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Debiasing Nelghborhood Aggregation (3)

 Modulated GNN Encoder

h! = a(AGGR({hﬁjl | u € N} wh)

+e-(I(veS)D(v; 0}) + I(v e S1)D(v;6") ))
complement?orw-deg. group distill hig;:ieg. group

Control the impact
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Training Constraints and Objective

* Node classificationloss £, — — s~ _ S™V| [y 1 In[h],

* [Fairness loss 2

Lo =

1 4 1 l
5 2vest My =[5 2vesr My
» Constraints on debiasing contexts

£
L3=Y ( S D )3+ Y I\D(v;ﬁf))H%)

I=1 “veS§ vESY

« Constraints on scaling and shifting

l
La=3"01 X perellwllz +118,113)

2

 QOverall loss

L =L +u£2 + )\(ﬁg -|-£4)
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Experimental setup

Datasets

Baselines

Dataset | Nodes Edges

Features Classes

«  Degree-specific models:

Chameleon 2,277 31,371
Squirrel 5,201 198,353
EMNLP 2,600 7,969

— DSGCN [4], Residual2Vec [5], Tail-GNN [6]
2,325 5 (traffic volume) )
2,089 5 (traffic volume) «  Fairness-aware models:

8 2 (citation count) — FairwWalk [7], CFC [8], FairGNN [9], FairAdj [10],

Base GNN models
« GCN[1]
- GAT[2]
* GraphSAGE [3]

FairVGNN [11]

[1] Kipf, T. N., et al. 2017. Semi-supervised classification with graph convolutional networks. ICLR.

[2] Velickovi¢, P., et al. 2018. Graph attention networks. ICLR.

[3] Hamilton W L., et al. 2017. Inductive representation learning on large graphs. NeurlIPS.

[4] Tang, X., et al. 2020. Investigating and Mitigating Degree-Related Biases in Graph Convoltuional Networks. CIKM.

[5] Kojaku, S., et al. 2021. Residual2Vec: Debiasing graph embedding with random graphs. NeurlIPS.

[6] Liu, Z., et al. 2021. Tail-GNN: Tail-Node Graph Neural Networks. KDD.

[7]1 Rahman, T. A., et al. 2019. Fairwalk: Towards Fair Graph Embedding. [JCAI.

[8] Bose, A., et al. 2019. Compositional fairness constraints for graph embeddings. In ICML, 715-724.

[9] Dai, E., et al. 2019. Say No to the Discrimination: Learning Fair Graph Neural Networks with Limited Sensitive Attribute
Information. In WSDM, 680-688.

[10] Li, P., et al. 2021. On dyadic fairness: Exploring and mitigating bias in graph connections. ICLR. 1
[11] Wang, Y., et al. 2022. Improving Fairness in Graph Neural Networks via Mitigating Sensitive Attribute Leakage. KDD.
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Experimental setup

Evaluation Metrics for fairness

Apsp = ﬁzfyey |P(90 = ylv € Go) -
P (g :yvegl)L

Abgo = w7 2oyey [Py = Ylyo = y,v € Go) —
Py = ylys = y,v € g1)|
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Model Accuracy and Fairness

Table 2: Comparison with baselines (r = 1, 20% Top/Bottom).

Henceforth, tabular results are in percent with standard deviation over 5 runs; the best fairness result is bolded and the runner-up is underlined.

GCN DSGCN  Residual2Vec  Tail-GNN | FairWalk CFC FairGNN FairAdj FairVGNN | DegFairGCN

Acc. 1 || 62.45 +0.21|63.90 + 1.28 49.04 4 0.01 66.08 £ 0.19 |56.36 £ 0.75 63.02 +0.84 70.70 £0.52 51.71 +1.13 7232 +0.50|69.91 +0.19

Chamel. | Apsp | || 9.68+1.37| 8.81£1.15 14.52+£0.69 851+172| 8184093 10.124+1.28 7.334+1.09 9.79+191 886+ 1.11| 585=+0.32

Apgo | || 36.08 £ 2.65|25.14 £2.67 3731 +1.99 26.09 4 3.25|22.89 +2.75 29.54 +1.95 26.83 + 1.95 27.48 +2.06 26.02 +2.39 | 21.60 + 0.71

Acc. 1 || 47.85 £1.33]40.71 £2.17 28.47 £0.01 42.62 & 0.06 |37.68 £ 0.65 45.64 £2.19 5729 £0.77 35.18 £1.22 46.97 £0.48|59.21 £ 0.97

Squirrel | Apsp | || 13.37 +2.83 | 16.08 = 0.86 25.11 £0.48 18.91 +0.26| 7.94 £0.36 12.40 £ 0.48 12.96 + 1.03 16.63 &+ 1.56 26.67 +0.52| 9.54 4 1.02

Apgo | |[27.00 £3.79 |32.61 &+ 3.74 3449 £0.72 33.60+£0.72 |17.12 +£ 1.50 21.60 £2.69 17.62+240 27.54+1.73 35.80 + 1.76 | 16.42 + 1.38

Acc. 1 || 78.92 4 0.43|82.19 +0.77 80.69 - 0.01 83.72 & 0.28 |82.23 +0.18 80.15 £ 1.13 86.81 £0.22 76.50 £+ 1.55 84.03 £0.34|79.92 £+ 0.77

EMNLP | Apsp | || 44.55 4+ 1.90 | 50.00 = 2.98 12.90 4 0.15 41.18 £ 1.58 |33.52 £ 1.46 56.60 £ 1.95 5823 + 1.44 4038 +4.64 4392+ 1143|1238 +3.72

Apgo | || 34.05 £3.56 46,92 £2.91 11.26 £0.67 36.76 & 1.48 | 30.67 £ 1.42 4521 £227 51.56 + 1.38 41.89 +4.78 4095+ 1.71| 8.52+2.26
Table 3: Comparison to baselines (r = 2, 20% Top/Bottom). Table 4: Comparison to baselines ( = 1, 30% Top/Bottom).
I GCN | FairWalk FairGNN | DegFairGCN I GCN | FairWalk FairGNN | DegFairGCN
Acc. 1 || 62.45 £0.21|56.36 £ 0.75 70.70 £ 0.52|69.91 £ 0.19 Acc. 1 || 62.45 +0.21 | 56.36 + 0.75 70.70 4+ 0.52| 69.91 + 0.19
Chamel. | Apsp | || 5.96 £0.89|10.38 £0.85 6.70+0.32| 5254 0.39 Chamel. | Apsp | || 5.95+£1.02| 816+£038 6.92+£029| 4.15+0.02
Apro || 26.92 £ 2.09 | 25.46 + 1.66 23.66 & 0.93 | 19.05 £+ 0.74 Apgo | || 18.00 &+ 1.76 | 16.65 & 1.32 14.52 + 1.09 | 8.39 +0.37
Acc. 1 || 47.85 £ 1.33]37.68 £ 0.65 57.29 £0.77|59.21 £ 0.97 Acc. T || 47.85 £ 1.33|37.68 £ 0.65 57.29 & 0.77 | 59.21 & 0.97
Squirrel | Apsp | || 14.61 £2.63 | 9.64 £0.50 11.11 £0.93 | 8.26 & 0.57 Squirrel | Apsp | || 10.34 £2.15| 617 £0.36 9.27 +£0.68 | 7.39 & 0.63
Apro | || 28.62 +3.8917.37 + 1.10 16.29 +2.07 | 14.95 + 1.22 Apro |} |[22.62 £3.10 | 14.97 £ 1.12 1742+ 1.11 | 17.71 £ 1.05
Acc. 1 || 78.92 £ 0438223 £0.18 86.81+0.22]79.92 £+ 0.77 Acc. T || 78.92 4 0.43 |82.23 + 0.18 86.81 +0.22|79.92 4+ 0.77
EMNLP | Apsp | ||45.03 & 1.77 [ 34.80 & 1.26 52.88 & 1.39 | 10.87 4= 4.00 EMNLP | Apsp | || 42.87 & 1.40 | 34.19 + 0.91 4825+ 1.97 | 14.46 & 3.35
Apeo J |[34.71 £3.31 |31.11 £ 1.34 4578 +£1.36| 872+ 2.17 Apgo | || 37.89 +3.27 | 34.49 + 0.91 48.83 +1.97 | 10.92 + 2.87




Model Analysis
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Table 5: With other base GNNs (r = 1, 20% Top/Bottom).

I GAT DegFairGAT | GraphSAGE  DegFairSAGE
Acc. T || 63.15+ 040 69.64 +0.44 | 53.15+056 60.95 + 0.84
Chamel. | Apsp | 935+1.61 7.8841.30 | 10.86 +0.74 8.22 +£1.22
Apgo | || 29.59 £1.43 2612+ 2.06 | 2942 + 1.57 2640 + 2.32
Acc. T || 4144 £0.21 4555+1.44 | 3439+0.62 3463+ 1.31
Squirrel | Apgp | || 12.60 £0.77 12.03 +0.63 | 5.39 + 0.66 3.76 £ 0.23
Apgo | || 24.89 £0.69 20.64 +3.06 | 17.13 +2.86 14.91 + 1.35
Acc.T || 7042 +0.77 81.57+1.14 | 8396 £0.31 83.57+0.44
EMNLP | Apsp | || 2440 +3.06 14.11 +£6.28 | 5633 £1.12 28.43 £3.79
Apgo | 836 +1.29 1228 +£6.19 | 51.71 £ 0.88 24.65 £+ 3.35
80
~ 15 30
S0 & 3
g < <
260 z10 EZO
3 < <
< 50 5 10
Chameleon Squirrel EMNLP Chameleon Squirrel  EMNLP Chameleon Squirrel EMNLP
no scale & shift W no contrast no modulation N full
(a) Accuracy T (b) Apgpl (c) Apro L

Figure 2: Ablation study on the effect of each module.

Additional Base GNNs

— Outperform their corresponding base GNNSs

Ablation Study
— Without scaling and shifting

* Worse accuracy and fairness
Without structural contrast

» Fairness generally become worse

— Without the modulation of aggregation
» Fairness become worse in most cases

19
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Conclusions

* Problem
— Degree fairness in graph neural networks
* Proposed model: DegFairGNN

— Target the root of degree bias
« modulating the core operation of neighborhood aggregation through a structural contrast

— Flexibly work with most modern GNNs

* EXperiments
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Paper, code, data... =

Thanks! www.yfang.site

On Generalized Degree Fairness in Graph Neural Networks
Zemin Liu, Trung-Kien Nguyen, Yuan Fang
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