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Degree Fairness in GNNSs

* Source: Neighborhood structure (degree)

* Outcome: Differential node behaviors and biased outcomes

* Goal: Achieve equitable outcomes for nodes of different degrees

Problem

Problem Formulation

Generalized degree

* Source of degree bias: Neighborhood and local context
* [ocal context: Cr={v €V |dw,v) <r}

* Generalized degree  geg (v) = [A"1],

Generalized degree fairness
« Groups: Gi={veV|d; <deg.(v) <dj+1}
* Metrics

Degree Statistical Parity:  P(4, = ylv € G;) = P(4, = y|v € G;)

Degree Equal Opportunity: P(j, = ylys = y,v € Gi) = P(§» = ylyo = y,v € G;)

Datasets
Dataset Nodes Edges Features Classes
Chameleon | 2,277 31,371 2,325 5 (traffic volume)
Squirrel 5,201 198,353 2,089 5 (traffic volume)
EMNLP 2,600 7,969 8 2 (citation count)
« Base GNN models < Baselines
« GCN [1] » Degree-specific models: DSGCN [4],
« GAT [2] Residual2Vec [5], Tail-GNN [6]

» GraphSAGE [3]  Fairness-aware models: FairWalk [7], CFC [8],

FairGNN [9], FairAdj [10], FairVGNN [11]

Metrics Apsp = |31,| > ey |P@ = ylv € Go) —
P(g, = ylv € G1)|,

Apko = 137 2yey [P = ylyo =y, v € Go) —

P(§y = ylyo = y,v € G1)|.
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Structural Contrast

{v € V| deg,(v) < K}
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Debias Neighborhood Aggregation

Comprehensiveness

Adaptiveness

Context Embedding

Debiasing Function

D(v;60') = (v, + 1) ® f(ch; 6 ,) + BS

(6" (v)] 2

D(v;6.) = f(cy;0..)

v Y e,k

¢l = PooL({h!~! |u € C.(v)}),

V=0, (6'(0);6L),  BL = Bp(6(v);05)

sin(deg, (v)/10000%/ )

Modulated GNN Encoder h! = O(AGGR({hffl | u € N, };wh)

e (I(v € So)D(v; 0h) +I(v € SﬂD@;Qil))

[6'(v)]2i41 = cos(deg,(v)/100002/dt),

complement low-deg. group

distill high-deg. group

(a) Toy graph

Main results

Table 2: Comparison with baselines (r = 1, 20% Top/Bottom).

Henceforth, tabular results are in percent with standard deviation over 5 runs; the best fairness result is bolded and the runner-up is underlined.

GCN

DSGCN

Residual2Vec

Tail-GNN | FairWalk

CFC

FairGNN

FairAdj

FairVGNN ‘ DegFairGCN

Chamel.

Acc. T
Apsp |
Apko |

62.45 + 0.21
9.68 £+ 1.37
36.08 + 2.65

63.90 £+ 1.28
8.81 = 1.15
25.14 £ 2.67

49.04 + 0.01
14.52 4+ 0.69
37.31 £1.99

66.08 + 0.19
851+ 1.72
26.09 +3.25

56.36 £0.75
8.18 £0.93
22.89 £2.75

63.02 + 0.84
10.12 £+ 1.28
29.54 £ 1.95

70.70 + 0.52
7.33 + 1.09
26.83 + 1.95

51.71 £ 1.13
9.79 £ 191
27.48 £+ 2.06

72.32 + 0.50
8.86 = 1.11
26.02 + 2.39

69.91 £+ 0.19
5.85 £0.32
21.60 + 0.71

Squirrel

Acc.
Apsp |
Abpeo |

47.85 +1.33
13.37 £2.83
27.00 £ 3.79

40.71 £ 2.17
16.08 £ 0.86
32.61 £+ 3.74

28.47 £0.01
25.11 £0.48
34.49 £0.72

42.62 £ 0.06
18.91 £ 0.26
33.60 £ 0.72

37.68 + 0.65
7.94 + 0.36
17.12 +1.50

45.64 +2.19
12.40 £ 0.48
21.60 + 2.69

57.29 £ 0.77
12.96 = 1.03
17.62 £ 2.40

35.18 £ 1.22
16.63 £ 1.56
2754 £ 1.73

46.97 + 0.48
26.67 £+ 0.52
35.80 £ 1.76

59.21 £ 0.97
9.54 +1.02
16.42 + 1.38

EMNLP

Acc. t
Abpsp |
Apgo |

78.92 £0.43
44.55 £1.90
34.05 £ 3.56

82.19 £ 0.77
50.00 + 2.98
46.92 £ 291

80.69 £ 0.01
12.90 + 0.15
11.26 £ 0.67

83.72 £ 0.28
41.18 + 1.58
36.76 == 1.48

82.23 £ 0.18
33.52 £ 1.46
30.67 = 1.42

80.15+1.13
56.60 + 1.95
45.21 £ 2.27

86.81 +0.22
58.23 £ 1.44
51.56 = 1.38

76.50 £ 1.55
40.38 + 4.64
41.89 +4.78

84.03 + 0.34
4392 +£1.43
40.95 £ 1.71

79.92 + 0.77
12.38 +3.72
8.52 +2.26

Ablation study
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(1) No scale and shift: worse in
accuracy and fairness
(2) No constrast: fairness generally
becomes worse
(3) No modulation: fairness
becomes worse In most cases

Debiasing function

High-degree node v Modulated GNN encoder
S | — , l '
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: W >~ Cy ~(0) ; j = W o e e
O B | . Debiasing — — =8 :
N2 (¢) : Context embedding P L | & = For high-degree
__________________________________________________________________________________________________ ~ + 2 nodes
o _ S @
Debiasing @ 5
e 5 Context embedding  context — &
5 : : / @\U/@ \ — « Constraint
5 | @ | : \rcomplement\\ ; * h, B » + u: ®_, 0
--------- — For low-degree
Low-degree node u Degree encoding 77 T T nodes
(b) Structural contrast (c) Debiasing neighborhood aggregation (d) Overall objective

Overall Loss

L1=— e 2 [yoly In[h],

! ¢ 1 ¢
L2 = || By Loesy bl — @ Soesy bt

Node Classification Loss

2
Fairness Loss )

S 1D 63+ 3 1D ea)ua)

¢
Constraints on debiasing contexts £s = Z (
vESE vEST

=1

Constraints on scaling and shifting L4 = Y11 > yeve (V5112 + 18L112)

Overall Loss L=L14plo+ ANLs+ Ly)

Conclusion

/

= Problem

o Degree fairness in graph neural networks
= Proposed model: DegFairGNN

o Target the root of degree bias
o Flexibly work with most modern GNNs

= Experiements
o Extensive experiments on three benchmark datasets shows promising
results on both accuracy and fairness metrics
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