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Exact Database 
Methods[1][2][3]

Approximate Database 
Methods[4]

GNN Methods[5][6]

Search-Based Sampling-Based GNN+Counter

Exact Results Approximate Results Approximate Results

Excessive Computation 
Cost

Large Computation Cost Little Computation Cost

[1] Ullmann, J. R. 1976. An algorithm for subgraph isomorphism. JACM.
[2] Cordella, L. P. et al. 2004. A (sub) graph isomorphism algorithm for matching large graphs. PAMI.
[3] Carletti, V. et al.2017. Challenging the time complexity of exact subgraph isomorphism for huge and dense graphs with VF3. PAMI.
[4] Bressan, M. et al. 2021. Faster motif counting via succinct color coding and adaptive sampling. ACM Trans Knowl Discov Data.

[5] Liu, X. et al. 2020. Neural subgraph isomorphism counting. KDD.

[6] Zhengdao, C. et al. 2020. Can Graph Neural Networks Count Substructures? NeurIPS.
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Shortage of General GNN-based Isomorphism Counting Models

Node Centric Fixed Graph Representation
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Count-GNN

Edge-Centric Aggregating 
GNN

Query-Conditioned Graph 
Modulation

Experiments on Four Benchmark Datasets
8x~26x speedups over exact methods

3.1x~6.5x speedups over GNN methods
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✦ 𝐱∗:  encoded nodes or edges into input features
✦ || :  concatenation operator

✦ 𝐡⟨𝒖,𝒗⟩
𝒍 : message on edge ⟨𝑢, 𝑣⟩ in the 𝑙-th layer

✦ 𝐡⟨·,𝒖⟩
𝒍−𝟏 : message aggregated from the preceding edges of 

⟨𝑢, 𝑣⟩
✦ 𝐀𝐆𝐆𝐑: aggregation operator
✦ 𝐖𝒍,𝐔𝒍,𝐛𝒍: learnable parameter
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✦ 𝐐:  encoded nodes or edges into input features
✦ 𝛄⟨𝐮,𝐯⟩ , 𝛃⟨𝐮,𝐯⟩: FiLM factors for scaling and shifting
✦ ⊙: Hadamard product
✦ Wγ, Uγ,Wβ, Uβ:  learnable weight metrices
✦ bγ, bβ: learnable bias vectors
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✦ MATCH(·, ·): outputs the matchability between 
its arguments
✦ 𝐰, 𝐛: learnable weight vector and bias
✦ FCL: full connected layer

Counter Module Overall Objective

✦ 𝒏i :  ground truth
✦ 𝑳FiLM: regularizer on the FiLM factors
✦ ∥ 𝚯 ∥𝟐

𝟐: learnable weight vector and bias
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• Datasets

• Baselines Conventional GNNs:
GCN , GAT, DPGCNN, GIN, DiffPool

GNN-based isomorphism counting models:
RGCN-DN, RGCN-Sum, RGIN-DN, RGIN-Sum[2], LRP, DMPNN-LRP[3]

Exact Apporaches:
VF2, Peregrine[1]

[1] Jamshidi, K. et al. 2020. Peregrine: a pattern-aware graph mining system. EuroSys.
[2] Liu, X. et al. 2020. Neural subgraph isomorphism counting. KDD.
[3] Liu, X.; and Song, Y. 2022. Graph convolutional networks with dual message passing for subgraph isomorphism counting and matching. AAAI.
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• Observations
• Count-GNN achieves 65x ~ 324x speedups over the classical VF2, 8x ~ 26x speedups over Peregrine

• Count-GNN is more efficient than other GNN-based isomorphism counting models

• Count-GNN is more accurate than conviential GNN models  by at least 30% improvements in most 
cases.
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• Ablation study
• Count-GNN\E:replaces the edge-centric aggregation 

with the node-centric GIN
• Count-GNN\N:replaces the query-conditioned 

modulation with a simple sumpooling as the readout 
for the input graph

• Count-GNN\E has the lowest accuracy
• Count-GNN\M performs better than Count-GNN\E
• Full model Count-GNN achieves the best performance

• Parameters sensitivity
– As K increases, the performance in terms of MAE and Q-error 

generally become better, only with one exception on Q-error 
when K = 4

– λ = 0.01 may result in an inferior performance. Interval [1e-5, 
1e-3] might be a good range for superior performance of 
subgraph isomorphism counting.
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• Problem
• Subgraph isomorphic counting

• Proposed-Model: Count-GNN
• Edge-centric message passing
• Query-conditioned graph modulation

• Experiment
• Count-GNN achieves significant speedups over exact methods
• Count-GNN is more efficient than other GNN-based isomorphism counting 

models
• Count-GNN is more accurate than conviential GNN models  by at least 30% 

improvements in most cases.
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Paper, data & code available at https://xingtongyu.netlify.app/

Thanks!

https://xingtongyu.netlify.app/
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